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Two Reynolds-averaged Navier-Stokes solvers, CFL3D and WIND, are applied to the
subsonic turbulent jet 
ow�eld originating from a six-lobed nozzle, with emphasis placed
on turbulence modeling e�ects. The turbulence models investigated included linear one-
equation and two-equation models and nonlinear two-equation explicit algebraic stress
model (EASM) formulations. Two nozzle operating points are investigated, corresponding
to exit Mach numbers of 0.30 and 0.94. The one-equation model solutions provided
reasonable agreement with experimentally measured velocities, but not with turbulence
intensities. The linear two-equation model calculations resulted in delayed initial mixing
rates but reasonable agreement with data further downstream. Calculations obtained
with a modi�ed K � ! EASM provided reasonable agreement with mean velocity data
and were in the best agreement with data for turbulence intensities. The Mach 0.30
K � ! EASM calculation exhibited an unsteadiness in the initial jet region, which is
believed to be characteristic of the nozzle 
ow under consideration.

Introduction

Computational 
uid dynamics (CFD) codes have
become an attractive option for the analysis of
aerospace systems due to advances in 
ow solver and
computer hardware technologies. For the investiga-
tion of one particular class of 
ows, that of aircraft
engine exhaust nozzles, Reynolds-averaged Navier-
Stokes (RANS) solvers have been used extensively in
recent years. In the RANS approach, all e�ects of tur-
bulence are replaced with a turbulence model. How-
ever, with realistic nozzle 
ows typically dominated by
turbulent mixing, the accuracy of a 
ow simulation is
usually determined by the capabilities of the turbu-
lence model employed. Previous studies, such as those
of Barber et. al1 and Georgiadis et. al,2 investigated
linear two-equation turbulence models for calculation
of benchmark nozzle and mixing layer test cases, and
determined that such models have diÆculty predicting
the e�ects of compressibility, high temperatures, and
three dimensional 
ow features.

To further address the complexities of three dimen-
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sional nozzle 
ow�eld development, a nozzle having
a six-lobed con�guration is investigated in the current
work. Although this nozzle is more geometrically com-
plex than those investigated in the studies of Refs. 1
and 2, the nozzle was tested using unheated air and
had a subsonic exit condition. As a result, tempera-
ture and compressibility e�ects are not signi�cant fac-
tors, and the e�ects of three-dimensional 
ow could be
isolated. Two general purpose RANS solvers, CFL3D
and WIND, are used to obtain calculations for this
lobed nozzle con�guration. Linear one-equation and
two-equation turbulence models, such as those em-
ployed in Refs. 1 and 2, are used here. In addition,
more sophisticated nonlinear explicit algebraic stress
model (EASM) formulations are also investigated.

Experimental Con�guration

In the experiments of Zaman and Wang,3 the free
jets developing from a circular nozzle and three lobed
nozzles, having six, ten, and fourteen lobes respec-
tively, were investigated. These lobed nozzle con-
�gurations exhibited lower turbulence intensities and
lower far �eld noise than non-lobed con�gurations.
The six-lobed con�guration, shown schematically in
Fig. 1, is under investigation in the current work. All
of the nozzles investigated in Ref. 3 had convergent in-
teriors with a 0.25 inch long constant area cross-section
just upstream of the nozzle exit plane. In addition, the
equivalent diameter, D, based on an area-equivalent
round nozzle, was 0.58 in. for all of the nozzles. In the
experiments, hot-wire anemometry was used to make
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measurements of mean 
ow axial velocity and turbu-
lence intensity �elds for Mach 0.30 and Mach 0.94
nozzle exit operating points. As discussed in Ref. 3,
using the hot-wire technique in high speed 
ows, as in
the case of the Mach 0.94 nozzle 
ow considered here,
has limitations. As a result, measurements were only
taken along the jet centerline for the Mach 0.94 case.
For the Mach 0.30 case, measurements were not only
made along the centerline, but also detailed velocity
and turbulence intensity pro�les were obtained along
the jet major and minor axes at several axial stations.

Computational Modeling

Two widely used RANS solvers are employed to con-
duct the computational investigations of the six-lobed
nozzle in this work. The �rst is WIND,4 the produc-
tion 
ow solver of the NPARC Alliance, a joint code
development group of NASA Glenn Research Center,
USAF Arnold Engineering Development Center, and
the Boeing Company. The second is CFL3D,5 a 
ow
solver developed at NASA Langley Research Center.
Both WIND and CFL3D are structured-grid �nite vol-
ume codes using upwind numerical schemes for most

ow applications, and in the current study, the 
ux
di�erence-splitting technique of Roe was employed to
calculate 
uxes at cell faces. Both WIND and CFL3D
can accommodate point-matched, patched, or over-
set grids for complex computational domains, and
can employ local time-step scaling and grid-sequencing
to accelerate convergence for steady state problems.
CFL3D also has a multigrid capability for conver-
gence acceleration. Grid sequencing in both WIND
and CFL3D was used for the calculations obtained in
the current study.

Turbulence Modeling

Both CFL3D and WIND have a broad set of turbu-
lence models available, all of which fall into the class
of eddy-viscosity formulations. In the current study,
a subset of these models was chosen to investigate
the e�ects of model formulations and sophistication,
i.e. linear one-equation, linear two-equation, and non-
linear two-equation EASM approaches. In the cases
of the same model from this subset being available in
both CFL3D and WIND, solutions with both codes
were obtained to isolate di�erences due to code.

The linear one-equation model investigated with
both solvers is the Spalart-Allmaras6,7 (SA) formu-
lation. The SA model is available in both CFL3D
and WIND. The linear two-equation turbulence mod-
els investigated here are the Chien K � �8 model and
the shear-stress transport (SST) model of Menter.9,10

The SST model employs a K � ! formulation in the
inner region of wall boundary layers and switches to
a transformed K � � formulation in the outer region
of boundary layers and in free shear layer/mixing re-
gions. The Chien K � � model is available in WIND

and the SST model is available in both CFL3D and
WIND.
Signi�cant work in recent years to implement non-

linear EASM formulations in the CFL3D code has
resulted in two models which are currently available.
The �rst EASM is derived in a K�� form11,12 and the
second is derived in a K�! form.12 Unlike linear two-
equation models, EASM formulations are sensitive to
turbulent stress anisotropies and have a direct relation
to the full Reynolds stress model. As a result, EASM
models have the capability to include more relevant

ow physics than the linear models. However, they
are also solved using a two-equation approach and as
a result are not signi�cantly more computationally ex-
pensive than linear two-equation models. The K � !
EASM formulation available in CFL3D was used in
the current study. The K � � EASM model of Rum-
sey, et al.11,12 has recently been installed in WIND, as
detailed in Ref. 13, and was also investigated in this
study.
During the course of the current nozzle calculations,

two coeÆcients controlling the di�usion terms in the
underlying two-equation model of the K � ! EASM
installed in CFL3D were modi�ed. As a result, the
principal equations de�ning this model are provided in
the following discussion. The turbulent stress tensor
of the EASM (for both K � � and K � !) is:
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2
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The kinematic eddy viscosity, ��t is:

��t = C�

�K� = �K�1 (4)

where the turbulent time scale is � = 1=! = K=�. The
quantity �1=� is equivalent to �C�

� and is obtained
from the solution to a cubic equation at every point in
the 
ow �eld. The solution procedure is described in
detail in Ref. 12.
The form of the K�! model used in CFL3D as the

underlying two-equation model for the EASM is:

DK

Dt
= P � f��K! +

@

@xk

��
� +

��t
�K

�
@K

@xk

�
(5)

2 of 16

American Institute of Aeronautics and Astronautics Paper 2003{1271



D!

Dt
= 


!

K
P � �!2 +

@

@xk

��
� +

��t
�!

�
@!

@xk

�
(6)

where the production of K is given by:

P = ��ij @ui
@xj

� 2��t SijSij (7)

The form of the function f�� is given in Ref. 12. The
two coeÆcients in the K � ! EASM that were mod-
i�ed are �K and 
. In the original model, �K = 2
and 
 = 0:575. The modi�ed coeÆcients are �K = 1
and 
 = 0:53. The motivation for this change was
that in the original model, the dissipation was too low
near boundary layer and shear layer edges, which fre-
quently resulted in abrupt slope changes in predicted
mean-
ow quantities. The problem was particularly
evident for jet 
ows. In addition, the rate of jet mix-
ing was found to be too low relative to experimental
measurements. Reducing �K improved results near
the edge of the jet considerably. It also improved the
slope characteristics near the edge of boundary layers.
In Ref. 14, a similar change to �K in a linear K � �
model (�K changed from 1.36 to 1.0) also resulted in
greater mixing and better agreement with experimen-
tal observations.
In an e�ort to maintain the same quality of solutions

for a variety of other aerodynamic 
ow�elds of interest,
the 
 coeÆcient was simultaneously reduced in theK�
! EASM considered here. This coeÆcient multiplies
the production term in the ! equation, and it also
a�ects the value of �!, through the equation:

�! = �2=[
p
c�(� � 
)] (8)

where � = 0:41, � = 0:83, and c� = 0:0895.
Use of equation (8) insures correct log-layer char-

acteristics. In the original model, 
 = 0:575 results
in �! = 2:2035. In the revised model, 
 = 0:53
corresponds to �! = 1:8730. Reducing 
 also had a
bene�cial e�ect for the jet 
ow case in that the cen-
terline velocity, which was too large using the original
model, was reduced to be in better agreement with
experimental data.
Overall, changing the two coeÆcients in the K � !

EASM model had no signi�cant negative impact when
validated for benchmark aerodynamic 
ows of inter-
est and the change dramatically improved the model's
behavior for jet 
ows. The original and new sets of
coeÆcients are compared in the current study for the
Mach 0.94 nozzle case, as will be addressed in the re-
sults section.

Computational Grid and Boundary Condition

A computational grid having approximately
2.57 million points distributed across six zones was
constructed as follows. Due to horizontal and vertical

symmetry of the nozzle con�guration shown in Fig. 1,
one quadrant of the nozzle was modeled, which is
suÆcient using the RANS approaches considered here.
Examining Fig. 1, the x � y plane of symmetry will
be referred to as the major axis, while the x� z plane
of symmetry is the minor axis. Figure 2 provides a
perspective view of the grid along these two symmetry
planes. The nozzle geometry representing the internal

ow region upstream of the nozzle exit plane shown
in Fig. 1 was represented by 3 zones with point to
point match between zones. The grid was packed to
the nozzle wall surfaces such that the average y+ of
the �rst point o� any wall did not exceed 2.5.
The in
ow boundaries of the three zones represent-

ing the internal nozzle geometry speci�ed the nozzle
stagnation pressure that corresponds to the ideally ex-
panded Mach number of the two cases investigated in
this study: pT=p1 = 1:0644 for Mach number 0.30
and pT=p1 = 1:7675 for Mach number 0.94. The
stagnation temperature was set to the ambient static
temperature, because the experiments of Zaman and
Wang used unheated laboratory air in the nozzle sup-
ply lines. Two grid zones were used to represent the
ambient air surrounding the nozzle con�guration up-
stream of the nozzle exit plane. The in
ows of these
two blocks set the in
ow stagnation temperature and
pressures equal to the ambient static values such that
a quiescent ambient condition could be modeled, as
existed in the experiment. The three nozzle zones and
two ambient in
ow zones interfaced with one down-
stream zone in which the exiting jet 
ow mixed with
the ambient air. The downstream static pressure was
set to the ambient pressure.

Turbulence Intensity Calculation

Mean axial velocities and turbulence intensities from
the solutions are compared with the experimental data
of Zaman and Wang. The axial turbulence intensities
were obtained from �11 = u0u0 and employing the ap-
propriate turbulent stress expression for each model
as follows. From the EASM solutions, the turbulent
stress tensor given by equation (1) was used. For the
linear one-equation and two-equation model solutions,
the Boussinesq approximation was employed:

�ij =
2
3
KÆij � 2�t

�
Sij � 1

3
SkkÆij

�
(9)

While the two-equation models directly provide the
turbulent kinetic energy K used in equation (9), this
quantity must be approximated for the one-equation
Spalart-Allmarasmodel. In Ref. 7, this approximation
for K is given by:

K = �t
p
2SijSij=2a1 (10)

where a1 = 0:155 is the structure parameter.
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Results

In this section, results for the Mach 0.30 case, for
which there is more extensive experimental data avail-
able, are presented �rst, followed by the Mach 0.94
case results. For each of these two cases, comparisons
of CFL3D and WIND results are made within each
class of turbulence model, i.e. linear one-equation, lin-
ear two-equation, and EASM to isolate any di�erences
from one code to the other when using a similar tur-
bulence model. Then, to highlight di�erences due to
turbulence model, separate results from CFL3D and
WIND are presented, for all of the turbulence models
used for each code.

Mach 0.30 Nozzle Flow

In order to determine if the computational grid was
suÆcient for modeling the dominant 
ow character-
istics of the nozzle 
ows under consideration, a com-
parison of intermediate solutions obtained with every
other point in each computational direction (termed
half grid in the subsequent discussion) was made with
solutions obtained using the full grid. Figure 3 pro-
vides a comparison of axial velocity and turbulence
intensity pro�les along the major axis obtained from
CFL3D calculations with the SST model using the half
grid and full grid. While a complete grid sensitiv-
ity study would investigate a third computational grid
with even more points than that in the current full
grid (2.57 million points), the results shown in Fig. 3,
with only minor di�erences between the two solutions,
indicate that the full grid is very likely suÆcient. Com-
parisons of solutions for the other turbulence models
obtained with the two grids indicated similar agree-
ment as those shown here for the SST results.

A comparison of centerline axial velocities obtained
within each class of turbulence model are presented
in Fig. 4. For the two models that were used with
both CFL3D and WIND (SA and SST), very similar
predictions of axial velocity decay were obtained. It
may be observed that the SA results indicate closer
agreement with the experimental data than the SST or
Chien K�� results. The minor di�erences in solutions
between the Chien K�� model and SST model (which
e�ectively uses a K � � model in the jet development
region) are most likely due to slight di�erences in the
� equation di�usion coeÆcient, ��, used by the two
models.

When attempting EASM calculations with both
codes, only the K � ! EASM (using the new coeÆ-
cients) resulted in a stable calculation, and even this
calculation contained a large scale unsteadiness in the
initial part of the jet development region which did not
converge to a completely steady 
ow�eld solution. It
is believed that the EASM calculations were unable to
provide a converged solution for two reasons. First, the
nearly incompressible Mach 0.30 nozzle 
ow exiting
into quiescent air naturally leads to slow convergence

for solvers such as CFL3D and WIND, which are de-
signed for compressible 
ow simulations. The second,
and likely more important reason is that in examining
Fig. 1, it may be observed that there is a very large
base region (shown by the cross-hatching) surrounding
the lobed nozzle exit, which leads to a highly separated

ow, characterized by inherently large scale unsteadi-
ness surrounding the initial jet. The EASM formula-
tions, unlike the linear one-equation or two-equation
models, are sensitive to 
ow anisotropies caused by
the large scale unsteadiness present in the initial jet
development region considered here. As a result, a
time-accurate solution may be warranted for this case,
and will be attempted in future e�orts. However, from
the steady-state calculations attempted here, three
intermediate \unsteady" solutions (see Fig. 4(c)), sep-
arated by 2000 iterations each, are used to provide
an indication of qualitative features of the jet devel-
opment when using the new K � ! EASM in CFL3D.
Although there is some variability due to the unsteadi-
ness, the essential global features do not change sig-
ni�cantly. Therefore, it is believed that an averaged
time-accurate computation would exhibit similar re-
sults to those shown here. Preliminary time-accurate
results on a half grid, not shown here, support this
conjecture.

Comparisons of centerline turbulence intensities are
provided in Fig. 5. Once again, solutions obtained
with the SA and SST models are very similar when
using CFL3D and WIND. The experimental data in-
dicate two peaks of turbulence intensity. As indicated
in Ref. 3, the �rst peak occurs when the shear layers
from the lobes merge, while the second peak occurs
after the outer shear layers merge onto the jet center-
line. It may be observed that none of the solutions
obtained with the linear one-equation or two-equation
models are able to capture the �rst peak. However,
the EASM solutions do indicate the presence of the
�rst peak.

Comparisons of centerline velocities that highlight
the e�ect of the turbulence models in CFL3D and
WIND are shown in Figs. 6a and b, respectively.
(Only a single representative K � ! EASM solution
is shown for clarity.) Parallel comparisons of center-
line turbulence intensities are shown in Figs. 7a and b.
In both codes, Fig. 6 indicates that the SA model pro-
vides the most rapid mixing and associated jet decay
rate. Figure 7 shows substantial variations in the cal-
culated centerline turbulence intensities, with only the
K�! EASM calculation providing close agreement to
the experimental data.

While the centerline pro�les shown in Figs. 4
through 7 provide overall indications of the jet decay
behavior, more details of the jet decay characteristics
along the major and minor axes are shown for the
mean axial velocities in Figs. 8 and 9. Detailed tur-
bulence intensity pro�les are shown in Figs. 10 and
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11. In Fig. 8, it is observed that the SA calculation in
both codes indicates the most rapid mixing of the in-
dividual lobe shear layers. The velocity pro�les along
the minor axis also show the most rapid mixing with
the SA model, which is also in accordance with the
previous centerline comparisons.

The turbulence intensity pro�les show substantial
variations depending on the turbulence model em-
ployed. Interestingly, at the two most downstream
measurement stations, x=D = 12:0 and x=D = 18:0
in Figs. 10 and 11, the SA solution provides the worst
agreement with the experimental data. This is due
to the fact that the SA model does not directly solve
for the turbulent kinetic energy, unlike the other mod-
els employed in this study, and the derived turbulent
kinetic energy is a function of the strain rate tensor
as calculated by equation (10). The result of the SA
approximation is that as the velocity pro�le becomes
relatively 
at, the calculated turbulence intensity be-
comes too small. In considering only the mean axial
velocity predictions, it may be concluded that the SA
model performed as well as any of the models investi-
gated here. However, the de�ciency in the SA model
far�eld turbulence intensity would be undesirable if
calculation of the turbulence intensity �eld is impor-
tant, as in the case of a jet noise calculation employing
the results of RANS 
ow�eld computations.15,16

Mach 0.94 Nozzle Flow

As mentioned in the introduction, limitations in us-
ing the hot-wire apparatus for extensive use in the high
speed 
ow of the Mach 0.94 case resulted in only cen-
terline quantities being measured. Further, Ref. 3
indicates that the quantitative accuracy of the Mach
0.94 data is questionable. The hot-wire measurements
are approximations of mass 
ux �u rather than ve-
locity u alone, as described more completely in Refs.
3 and 17. For the Mach 0.30 case, the density is
nearly constant throughout the 
ow�eld. While the
Mach 0.94 case is not a highly compressible 
ow, the
experimental quantities appearing in the subsequent
mean velocity and turbulence intensity plots are actu-
ally (�u)=(�u)jet and (�u)0rms=(�u)jet, respectively.

Comparisons of centerline axial velocities obtained
within each class of turbulence model are presented
in Fig. 12. Centerline turbulence intensities are pro-
vided in Fig. 13. As was the case for the Mach 0.30
results, the CFL3D and WIND implementations of
the same models (SA and SST) produced very sim-
ilar predictions. It may be observed that the SA
results indicate closer agreement with the experimen-
tal data for the centerline velocities than the SST or
Chien K � � results. Unlike the Mach 0.30 results,
the EASM results for Mach 0.94 displayed very little
unsteadiness (about an order of magnitude less os-
cillation in integrated force quantities with CFL3D),
yielding essentially converged steady-state solutions in

both CFL3D and WIND. However, signi�cantly more
iterations were required to obtain solutions with the
EASM approaches than with the linear models.
Two K�! EASM solutions were obtained, the �rst

using the original settings for �K and 
 and the sec-
ond using the new settings. As shown in Fig. 12(c),
the K � ! EASM solution using the new coeÆcients
provided the highest level of mixing and closest agree-
ment with experimental data. In Fig. 13, none of the
solutions accurately capture the presence of the �rst
turbulence intensity peak, but the K�! EASM (new)
solution indicates smaller discrepancies in prediction of
the initial rise in turbulence intensity than the other
two EASM solutions. Interestingly, the CFL3D K�!
EASM solution with the original coeÆcient settings
and the WIND K � � EASM solution produce similar
results.
The comparisons of centerline velocities using all

of the turbulence models in CFL3D and WIND are
shown in Figs. 14a and b. Comparisons of centerline
turbulence intensities are shown in Figs. 15a and b.
As was the case for the Mach 0.30 results, Fig. 14
indicates that the SA model provides the fastest jet
decay rate. Figure 15 shows substantial variations in
the calculated centerline turbulence intensities, with
none of the solutions providing close agreement with
the experimental data, although it is emphasized again
that the Mach 0.94 experimental data was documented
to have substantially more uncertainty than the Mach
0.30 data.

Conclusions

The capabilities of several turbulence models in two
general purpose RANS solvers, CFL3D and WIND,
were investigated for a highly three-dimensional 
ow-
�eld originating from a six-lobed nozzle. Two nozzle
operating points were considered, corresponding to
Mach 0.30 and Mach 0.94 nozzle exit conditions. Lin-
ear one-equation and two-equation models and nonlin-
ear K � ! and K � � EASM turbulence models were
examined. Calculations obtained with the same lin-
ear eddy viscosity models installed in the two codes
yielded very similar results, while much more sub-
stantial di�erences were noted when varying the type
of turbulence model within either single code. This
indicates that the e�ects of turbulence modeling are
signi�cantly greater than any di�erences in code nu-
merics between CFL3D and WIND.
Solutions obtained with the SA one-equation lin-

ear turbulence model generally indicated reasonable
agreement with experimental data in terms of the
mean axial velocity predictions. However, turbulence
intensity predictions did not agree well with the ex-
perimental data. This is believed to be due to the
approximation for turbulent kinetic energy which is
required with the SA model in order to derive the tur-
bulent stress components. Calculations with the SST
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and ChienK�� two-equation linear turbulence models
resulted in signi�cantly delayed initial mixing rates of
the jet with surrounding ambient air, when comparing
both the mean axial velocities and turbulence inten-
sities with experimental data. Further downstream,
the two-equation models yielded reasonable agreement
with the data. None of the linear models were able to
reproduce the experimental observation of two distinct
turbulence intensity peaks along the jet centerline.
Two new coeÆcients for �K and 
 in the K � !

EASM model were described in the context of the
current jet 
ow�eld. Although the changes were orig-
inally motivated by poor behavior for jet 
ow cases,
these new coeÆcients are now also recommended in
this model for general use as well. Speci�cally, for
the Mach 0.94 case, results with the new coeÆcients
resulted in improvedmixing over results using the orig-
inal coeÆcients. The K � � EASM yielded delayed
mixing similar to K � ! EASM results using the orig-
inal coeÆcients.
For the Mach 0.30 case, the K � � EASM was un-

able to run in a stable manner. The K�! EASM ran
successfully, but the calculation exhibited unsteady
behavior and did not converge completely to a steady
state solution. This behavior was believed to be pri-
marily due to natural unsteadiness in the 
ow�eld just
downstream of the nozzle exit with large base region.
The unsteadiness of the K � ! EASM solution in-
dicates the need to properly simulate this 
ow with
a time-accurate calculation. The better convergence
characteristics of the linear models is probably not an
indication of higher accuracy of these simpler models,
but instead that they are able to more e�ectively smear
the unsteadiness in the initial jet development region
with their less sophisticated isotropic eddy viscosity
formulations. In fact, an examination of three un-
steady intermediate 
ow�elds produced by the K � !
EASM indicated that only this model was able to
reproduce the two peaks of centerline turbulence in-
tensity that was observed in the experiment.
Future e�orts will include obtaining a K �! EASM

calculation in a time-accurate mode in order to more
accurately simulate the complex initial jet develop-
ment region. Since the new K � ! EASM settings
for �K and 
 indicate promise for 
ow problems dom-
inated by turbulent mixing such as the nozzle 
ow
considered here, further investigations of these and
other coeÆcients should be conducted for jet and sim-
ilar mixing-dominated 
ows. Previous to this work,
most calibrations of the coeÆcients in the underlying
two-equation models have been performed for wall-
bounded turbulent 
ows.
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Fig. 1 Schematic of nozzle exit for six-lobed con�guration.

Fig. 2 Perspective view of grid along symmetry planes (every other point shown for clarity).
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Fig. 3 Grid sensitivity e�ects using CFL3D, SST turbulence model.
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Fig. 4 Mean velocities along the centerline for the
Mach 0.30 case using CFL3D and WIND.
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Fig. 5 Turbulence intensities along the centerline
for the Mach 0.30 case using CFL3D and WIND.
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Fig. 6 Turbulencemodel e�ects on mean velocities
along the centerline for the Mach 0.30 case.
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Fig. 7 Turbulence model e�ects on turbulence
intensities along the centerline for the Mach 0.30
case.
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Fig. 8 Turbulence model e�ects on mean velocity pro�les along the major axis for the Mach 0.30 case.
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Fig. 9 Turbulence model e�ects on mean velocity pro�les along the minor axis for the Mach 0.30 case.
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Fig. 10 Turbulence model e�ects on turbulence intensity pro�les along the major axis for the Mach 0.30
case.
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Fig. 11 Turbulence model e�ects on turbulence intensity pro�les along the minor axis for the Mach 0.30
case.
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Fig. 12 Mean velocities along the centerline for
the Mach 0.94 case using CFL3D and WIND.
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Fig. 13 Turbulence intensities along the centerline
for the Mach 0.94 case using CFL3D and WIND.
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Fig. 14 Turbulence model e�ects on mean veloci-
ties along the centerline for the Mach 0.94 case.
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Fig. 15 Turbulence model e�ects on turbulence
intensities along the centerline for the Mach 0.94
case.
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