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A new and simpler design of thin-film heat flux gauge has been developed for use in high-heat-flux environments. Heat flux gauges of the same design were fabricated on three different substrates and tested. The heat flux gauge comprises a thermopile and a thermocouple junction, which measures the surface temperature. The thermopile has 40 pairs of S-type thermocouples and is covered by two thermal resistance layers. Calibration and testing of these gauges were first carried out in an arc-lamp calibration facility. Sensitivity of the gauge was discussed in terms of the relative conductivity and surface temperature. The heat flux calculated from the gauge output was in good agreement with the precalibrated standard sensor. The steady-state and the transient response characteristics of the heat flux gauge were also investigated using a carbon dioxide pulse laser as a heat source. The dynamic frequency response was evaluated in terms of the nondimensional amplitude ratio with respect to the frequency spectrum of a chopped laser beam. The frequency response of the gauge was determined to be about 3 kHz. The temperature profiles in the thin-film heat flux gauge were obtained numerically in steady-state conditions using FLUENT and compared with the experimental results.

Nomenclature

\[
\begin{align*}
d &= \text{thickness of thermal resistance layer, m} \\
E_s &= \text{thermopile voltage output, mV} \\
K &= \text{thermal conductivity, W/m°C} \\
K/\alpha &= \text{relative conductivity, W/m°C} \\
N &= \text{number of thermocouple pairs in the thermopile} \\
Q &= \text{heat flux, W/m}^2 \\
S(T) &= \text{absolute thermoelectric power at temperature } T, \text{ mV/°C} \\
T &= \text{temperature, °C} \\
t &= \text{time, s} \\
\alpha &= \text{absorptivity} \\
\Delta d &= \text{thickness difference in thermal resistance layers between 1 and 2} \\
\end{align*}
\]

Subscripts

1, 2 = thermal resistance layers 1 and 2, respectively

Introduction

Design of a high-speed flight system requires an accurate knowledge of steady-state and transient heat loading conditions. One of the severe problems in high Mach number flight is the high local heat transfer due to the viscous interaction and the shock interaction.1 The development of an aeropropulsion system requires the measurement of the surface distribution of parameters such as pressure, temperature, and heat transfer rate. To measure the rate of incident heat flux, various types of heat flux gauges have been developed. Conventional heat flux gauges can be categorized as 1) gauges based on the temperature difference measurement, which include the Gardon-type gauge,2 the Schmidt-Boelter gauge,3 and standard layered gauges4; 2) gauges based on transient surface temperature measurement using various techniques such as coaxial thermocouples5 and thin-film resistance elements6; and 3) gauges based on the dissipation of electrical power from a heater mounted on the substrate surface.7 One of the major drawbacks of the conventional heat flux gauge is a distortion of thermal- and flow-fields created due to the sensor’s very presence. Other limitations of these sensors include poor response to transient heat flux and limited high-temperature or high-heat-flux measurement capabilities. A miniature plug-type heat flux gauge was developed to measure the heat flux in the turbine blade of a Space Shuttle’s main engine.8 A simple gradient meter and a multiple gradient meter, which were usable up to 1000°C, were developed.9

The thin-film heat flux gauge offers a unique solution to most of these limitations associated with the conventional heat flux gauges. The operating principle of a thin-film heat flux gauge is similar to that of the layered gauge, which involves a measurement of the temperature difference across a thermal resistance layer. The incident heat flux is directly proportional to the temperature difference across the thermal resistance layer. Because the temperature drop is very small, the differential output is increased by placing a number of thermocouple pairs connected in series to form a thermopile. Thin-film gauges offer many advantages over conventional gauges: capability to measure steady-state as well as transient heat fluxes, excellent transient response, minimal obstruction to fluid flow, high-temperature capability, and good sensitivity due to large output signal. Several types of thin-film heat flux gauges have been developed to achieve high spatial resolution and fast temperature response. Will10 developed a thin-film heat flux gauge that had an array of thermocouples on the upper and lower surfaces of a thin insulating layer to achieve an accurate and fast transient response. It had 20 elements of platinum vs platinum–10%rhodium thermocouple pairs on a silicon dioxide insulating layer. Bhatt and Fralick11 designed a new thin-film heat flux sensor for use in a high-heat-flux environment.

The frequency response of a heat flux gauge is one of the important characteristics to be considered for the measurement of a fast transient heat transfer rate. Two types of thin-film heat flux gauges that had frequency responses of 50 kHz and 250 Hz, respectively, were developed.12 Further, a frequency response characteristic of the heat flux gauge in the range of 100 kHz was reported.13

The objective of the current research is to measure the magnitude of incident heat flux and to determine the frequency response of the novel thin-film heat flux gauge. This new and simpler design was developed to reduce the complexity in fabrication as encountered
This paper introduces a new design of heat flux gauges whose operation is based on the temperature gradient created by thickness difference in two thermal resistance layers. The testing and calibration of the gauge is also described. To validate the design, the same configuration of thermopiles was fabricated on three different types of substrate materials: Al₂O₃, Inconel 100®, and silicon nitride. Thermopiles fabricated on Al₂O₃ and Inconel 100 substrates were used for calibration and sensitivity measurement. After validation of the design, a thermopile fabricated on the silicon nitride substrate was tested for the frequency response characteristics. Numerically, the thin-film heat flux gauge was simulated in a two-dimensional model and solved to obtain the temperature profiles. Steady-state and transient response characteristics of the thin-film heat flux gauges are investigated and will be discussed in the following section.

**Design of Thin-Film Heat Flux Gauge**

A novel thin-film heat flux gauge has been developed to achieve fast response in transient heat transfer. Most thin-film heat flux gauges have two thermocouple junctions installed separately across a thermal resistance layer. The incident heat flux is measured by a temperature gradient across the thermal resistance layer.

In this newly designed thin-film heat flux gauge, thermocouple junctions are placed on the same plane but separated in a radial direction (Fig. 1). The temperature difference is created by introducing different thicknesses of thermal resistance layers at two different radii. Silicon dioxide was used for the two thermal resistance layers. To create a large emf output, 40 pairs of Pt-Pt/10%Rh (type S) thermocouples are connected in series to form a thermopile. The thermopile is fabricated in a circular pattern on the substrate using rf sputter deposition.

Thermopile output was read between leg A and leg C (shown in Fig. 1). Another new thermocouple junction was constructed outside the thermopile to read the surface temperature of the heat flux gauge. The surface temperature was measured between leg A and leg B.

The cross-sectional view of the heat flux gauge is shown in Fig. 2. The substrate had dimensions of 30 × 30 mm base area and 2.4-mm thickness. The thermocouple junctions were located at the inner and outer circumferences of the thermopile geometry, which had radii of 1.5 and 2.5 mm, respectively, from the center of the thermopile.

After the thermopile was fabricated on the substrate surface, two different thicknesses of SiO₂ thermal resistance layers were deposited over the thermopile (Fig. 2). The inner circumference of the thermopile had a thermal resistance layer 5 μm thick. The outer circumference of the thermopile had a thermal resistance layer 10 μm thick. Two different thicknesses of thermal resistance layers were chosen to create a temperature gradient in the direction normal to the thermal resistance layer.

When a uniform heat flux is applied on the surface of the heat flux gauge, a temperature gradient develops inside the thermal resistance layer according to Fourier’s conduction law. The temperature difference measured by the thermopile is a function of the thickness of the thermal resistance layer and of the radial distance between the inner and outer thermocouple junctions. Therefore, the radially separated thermocouple pairs read the two-dimensional temperature gradient. As indicated later in the numerical solution, the major portion of the temperature gradient is created in the radial direction, whereas the minor portion of temperature gradient is created in a direction normal to the thermal resistance layer. But a simple exercise shows that the thermopile output is directly proportional to the incident heat flux and to the difference in thickness of the thermal resistance layers as indicated in the following equation:

\[
Q = \frac{K}{d_1 - d_2} \cdot (T_1 - T_2)
\]

**Heat Flux Gauge Calibration**

Calibration is an essential requirement for the accurate determination of the incident heat flux magnitude. Most calibration systems are based on radiation or conduction. Calibration using conduction yields accurate results but is limited to relatively low values of heat fluxes. Though radiation can be used to produce a wide range of heat flux values, this technique has drawbacks such as requiring a calibration of the standard sensor. A typical calibration procedure involves the exposure of the test sensor as well as the precalibrated standard sensor to the same heat flux. The heat flux determined by the standard sensor output is then used to determine the sensitivity of the new gauge. Using this procedure, the sensitivity can be found as a function of incident heat flux and many other operating parameters.

The gauges fabricated on Al₂O₃ and Inconel 100 substrates were calibrated using the Vortek arc-lamp® calibration facility at NASA Lewis Research Center. The arc lamp can produce repeatable, uniform heat fluxes in the range of 0.02-5 MW/m². The heat flux to which the gauges were exposed could be varied by changing the input current to the arc lamp, as well as by changing the distance of the sensor from the arc lamp. Gauges fabricated both on Al₂O₃ substrate and on Inconel 100 substrate were mounted in front of the arc lamp using a Macor® glass-ceramic holder. The gauges were mounted at a distance of 12 cm and centered with respect to the arc lamp. The incident heat flux was changed by varying the lamp current from 50 to 300 A. The voltages from the thermocouple and the surface thermocouple were measured at a rate of 10 Hz. The heat flux values were also measured by using the Hy-Cal gauges. Figure 3 shows the output from the thermopile and surface thermocouple for the thin-film gauge on an Al₂O₃ substrate.

As seen in Fig. 3, the output voltages from both the surface thermocouple and the thermopile increased as a function of time. The surface thermocouple output increased due to the constant radiative heating during the test. The heat flux output of the gauge increased although the heat flux value was constant during the test. This behavior can be explained by the change in absolute thermoelectric power of the thermopile and the thermophysical properties of the resistance layer with changing temperature. The sensor fabricated on Al₂O₃ substrate failed after 20 s during the test at lamp current of 200 A. The sensor fabricated on the Inconel 100 survived the testing at lamp current of 300 A corresponding to surface temperature of about 800°C.
A novel approach was used to determine the sensitivity of the thin-film heat flux sensors. The incident heat flux on the heat flux gauge at steady state is given by

$$Q \cdot \alpha(T) = K(T) \cdot (\Delta T / \Delta d)$$

(2)

The thermopile output $E_s$ is given by

$$E_s = N \cdot S(T) \cdot \Delta T$$

(3)

These equations can be rearranged in terms of the incident heat flux $Q$.

$$Q = \frac{K(T)}{\alpha(T)} \cdot \frac{E_s}{N \cdot S(T) \cdot \Delta d}$$

(4)

Kreider reported that, after 50 h operation at 750°C, the Seebeck coefficient of a platinum/10% rhodium element was reduced 50% compared to the as-sputtered condition. In the current experiment, the exposure time of the thermocouples to the incident heat flux was of the order of minutes. Therefore, it is reasonable to assume that the thin-film surface thermocouple behaves similarly to a wire thermocouple. The surface temperature of the thin-film gauge during testing can be determined using the standard thermoelectric power tables.

Because the temperatures in the thermal resistance layers are unknown, the temperature from the surface thermocouple is considered as a reference temperature for the sensitivity analysis. At this reference surface temperature, the corresponding thermopile output $E_s$ is evaluated from Fig. 4, and the values of $K(T)$ and $\alpha(T)$ are obtained. In Eq. (4), the parameters $N$ and $\Delta d$ can be determined because they depend on the gauge geometry. The values of $K(T)/\alpha(T)$ in Eq. (4) are defined as the relative conductivity and are plotted in Fig. 4. Once the relative conductivity is determined as a function of temperature, it can be curve-fitted and extrapolated over the whole temperature range.

Using the relative conductivity, the incident heat flux $Q$ can be calculated with respect to the heat flux gauge output $E_s$, according to Eq. (4). What one achieves from this exercise is the decoupling of the temperature behavior in the gauge and the material parameters as compared to using a single calibration factor in a conventional calibration procedure. If the relative conductivity plotted in Fig. 4 is rearranged using the concept presented in Eq. (4), the sensitivity $Q/E_s$ can be presented as a function of surface temperature.

Figure 5 shows a typical plot of the heat flux as a function of time calculated using the just-described calibration technique. It is observed from Fig. 5 that the heat flux increases rapidly with the increase in lamp current and stabilizes at an approximately constant value.

Figure 6 compares the heat flux values calculated for the thin-film heat flux gauges to the values determined by the precalibrated standard sensor for the corresponding same lamp currents. In Fig. 6, the heat flux values calculated for the thin-film gauges are in good agreement with the values determined by the precalibrated standard sensor. This indicates that the heat flux measurement capability relies on the configuration of the gauge geometry rather than a selection of the substrate materials.

**Experimental Setup**

The thin-film heat flux gauge was tested using a CO$\_2$ laser as a constant heat flux source. The experiments were done in a room-temperature environment. The CO$\_2$ laser had maximum power output of 150 W. It was chosen as a constant heat flux source due to the flexibility in controlling its power level. The CO$\_2$ laser had a wavelength of 10.6 μm, which is in the infrared region. The laser...
beam diameter was originally 6 mm but was expanded to 12 mm to cover the entire thermopile. The beam was directed normal to the heat flux gauge.

The schematic diagram of the test setup is shown in Fig. 7. The test setup consists of a CO\(_2\) laser, a mechanical chopper, a beam splitter, an infrared detector, a water-cooled power meter, a heat flux gauge, and a data acquisition system including antialiasing signal filters and amplifiers. Two types of tests were performed using the given test setup: long-time (steady-state) response of the heat flux gauge until the heat flux gauge reached the steady state and the frequency response (transient response) of the heat flux gauge. For the steady-state response test, the chopper was not used. The heat flux gauge was heated continuously until its output reached steady state, and then the laser was turned off to test the cooling characteristics of the heat flux gauge.

The radiative properties of the thermal resistance layers and the substrate determine the amount of heat flux absorbed by the gauge. The absorptivity of silicon nitride is sensitive to the wavelength. Experimental data by Touloukian and Ho\(^\text{17}\) show that the absorptivity of the silicon nitride ranges from 0.2 to 0.7 in the wavelength between 6 and 14 \(\mu\)m. For the CO\(_2\) laser wavelength of 10.6 \(\mu\)m, the absorptivity of 0.4 was chosen. The emissivity of silicon dioxide is determined to be 0.4 based on the reported results.\(^\text{10}\)

During the tests, three levels of excitation voltages were selected to control the laser power. The equivalent heat flux levels for the CO\(_2\) laser power were 0.473, 0.810, and 1.048 MW/m\(^2\) corresponding to the 12-mm beam diameter. Because the absorptivities were chosen to be 0.4, the absorbed heat flux by the gauge was assumed to be 40% of the incident CO\(_2\) laser power. The corresponding absorbed heat fluxes by the heat flux gauge were 0.189, 0.324, and 0.419 MW/m\(^2\), respectively.

The temperature difference (delta-\(T\)) across the thermal resistance layer was measured by the thermopile. The voltage output from the thermopile was amplified 1000 times and sent to the data acquisition system. The sampling rate of the A/D data acquisition system was controlled between 500 and 10,000 Hz. Measurements were taken for the heating period, the combined heating and cooling period, and the cooling period.

### Steady-State Response of Heat Flux Gauge

To measure the steady-state output of the heat flux gauge, the laser beam was irradiated on the heat flux gauge until the heat flux gauge reached steady state. After that heating period, the gauge was allowed to cool until it reached the ambient temperature. Two parameters, the delta-\(T\) from the thermopile and the surface temperature, were measured.

Figure 8a shows the measurement results during 150 s of a heating period. The two curves in Fig. 8a represent the experimental results as well as the numerical calculation results. Although it is not clearly noticeable in Fig. 8a, the obtained data indicate the following during the initial heating period the delta-\(T\) rose suddenly as a step function within less than \(\frac{1}{10}\) of a second and then gradually increased following a logarithmic curve. It is believed that the initial steep rise of temperature was caused by the instantaneous temperature gradient created by the thickness difference in the thermal resistance layer. The gradual increase in delta-\(T\) was caused by the radial distribution of the incident heat flux in the substrate. It suggests that the temperature rise comprises two components that are in the direction normal to the heat flux gauge and in the direction of radial distribution of the heat flux. A measurement of the surface temperature for 150 s is shown in Fig. 8b.

The time constant of the heat flux gauge was obtained from Figs. 8a and 8b by taking the corresponding rise time when the temperature change becomes \(\frac{1}{e}\) from the steady-state temperature. In this approach, the time constant during the heating process was about 30 s. The time constant is an indicator of the steady-state performance, but it does not explain the transient behavior of the heat flux gauge that will be evaluated in the later section. The heat flux gauge survived the repeated tests of heating and cooling for a temperature of 650°C. Figures 9a and 9b show the measured surface temperature and the delta-\(T\) during the combined heating and cooling process. The heat flux gauge was heated for 15 s and allowed to cool for a subsequent 15 s. During the cooling process a sharp decrease of delta-\(T\) was observed within a second, but the surface temperature showed a gradual temperature decrease to reach the ambient temperature, as shown in Figs. 9a and 9b. The slope of the cooling curve, which represents the sensitivity, is much flatter in Fig. 9b than the slope shown in Fig. 9a. The results in Figs. 9a and 9b follow the same trend as observed in Fig. 3 during the calibration process, which validates the performance of the thin-film heat flux gauge.
The thin-film heat flux gauge was simulated using FLUENT, a commercially available computational thermal fluid software package developed by the Creare Company. Figure 10 shows the dimensions of the numerical model used in the two-dimensional modeling of the thin-film heat flux gauge. A grid size of 151 × 61, nonuniform in the X and Y directions, was used in the modeling.

The following boundary conditions were considered for the numerical simulation.

1) A constant heat flux of 0.324 MW/m² was applied on the 6-mm-radius surface of the thin-film heat flux gauge. A symmetry boundary condition was assumed at the left surface.

2) The material properties such as the thermal conductivity and the specific heat capacity of the heat flux gauge were treated as functions of the temperature. The material properties were expressed in terms of temperature using piecewise equations.

3) The surface of the heat flux gauge was assumed to be exposed to both the convection cooling and the radiation cooling. The absorptivity was chosen to be 0.4 (Refs. 10 and 17).

4) The thermopile 40 pairs of Pt–Pt/10%Rh thermocouples were simulated as a 1-mm-thick platinum disk, which was placed between the substrate surface and the thermal resistance layer. The temperature profiles were obtained from the computational simulation under the constant heat flux level of 0.324 MW/m². Figure 11a shows the temperature distribution obtained in the heat flux gauge when \( t = 1.0 \text{ s} \) and \( Q = 0.324 \text{ MW/m}^2 \); temperature units: °C.

The temperatures at the surface of the thermal resistance layer, which were directly above A and B, were designated C and D. According to the FLUENT data files, the temperatures at A, B, C, and D were 68.41, 65.86, 68.48, and 65.99 °C, respectively. This indicates that the delta-\( \Delta T \) across the 5-μm-thick thermal barrier between A and C was 0.07 °C. Similarly, delta-\( \Delta T \) across the 10-μm thermal barrier between B and D was 0.13 °C. The temperature difference in radial direction between A and B was 2.55 °C. It supports the assumption that the large temperature gradient was created in the radial direction. The temperature difference across the thermal resistance layer is small but a main contributing term in the transient temperature response characteristic. Because there is no distortion in the temperature profile near the Pt–Pt/Rh thermopile region, the effect of radial heat conduction through the thermocouples can be neglected.

Delta-\( \Delta T \) was computed with respect to the time until \( t = 200 \text{ s} \) and plotted in Fig. 8a. Compared with the actual experimental results, the computational results show a reasonable agreement.
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Delta-\( \Delta T \) was computed with respect to the time until \( t = 200 \text{ s} \) and plotted in Fig. 8a. Compared with the actual experimental results, the computational results show a reasonable agreement.

The temperatures at the surface of the thermal resistance layer, which were directly above A and B, were designated C and D. According to the FLUENT data files, the temperatures at A, B, C, and D were 68.41, 65.86, 68.48, and 65.99 °C, respectively. This indicates that the delta-\( \Delta T \) across the 5-μm-thick thermal barrier between A and C was 0.07 °C. Similarly, delta-\( \Delta T \) across the 10-μm thermal barrier between B and D was 0.13 °C. The temperature difference in radial direction between A and B was 2.55 °C. It supports the assumption that the large temperature gradient was created in the radial direction. The temperature difference across the thermal resistance layer is small but a main contributing term in the transient temperature response characteristic. Because there is no distortion in the temperature profile near the Pt–Pt/Rh thermopile region, the effect of radial heat conduction through the thermocouples can be neglected.
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**Frequency Response of the Heat Flux Gauge**

The next test was to evaluate the dynamic response characteristics of the thin-film heat flux gauge. As shown in Fig. 7, an ultra-fast-response Hg–Cd–Te infrared detector was installed to measure the incoming laser pulse frequency. According to the manufacturer, the detector had a high-frequency response of 800 kHz. For the test,
4% of the laser beam was split and directed toward the Hg–Cd–Te detector and the rest of the laser beam was directed to the heat flux gauge. During the test, the laser beam diameter of 6 mm was used without beam expansion. A pulse laser beam was artificially generated by a mechanical chopper. The chopper was operated at speeds of 0–6000 rpm. Two types of chopper wheels, which had four apertures and six apertures, were used. The chopper’s frequencies were adjusted to create the chopping frequencies of 250 and 500 Hz.

The infrared detector output was assumed to represent the characteristics of the incoming pulse laser beam because of the detector’s ultra-high-frequency-response capability. Signal outputs from the heat flux gauge and the infrared detector were both sent through the antialiasing filter, the amplifier, and an A/D data acquisition system.

The raw data without amplification were collected at the chopping frequencies of 250 and 500 Hz and are shown in Figs. 12 and 13, respectively. If it is needed, the thermopile output voltage can be converted to the corresponding temperature using the S-type thermoelectric table. In Figs. 12 and 13, the dc components of the signal were removed through high-pass filters. As shown in Fig. 13, the detector’s response was much sharper than that of the heat flux gauge. During the chopping period, the slope of the detector output was very steep and close to a vertical line. In contrast, the signal output from the heat flux gauge was in the form of an alternating exponential curve.

To find the frequency response characteristic of the heat flux gauge, 1024 data points were analyzed using the fast Fourier transform (FFT) technique. The chopper’s frequency is the fundamental frequency in the frequency spectrum. Amplitudes obtained from the FFT analysis are used to determine the amplitude ratio.

The nondimensional amplitude of the infrared detector is calculated from the FFT results by dividing the harmonic amplitude by the amplitude of the fundamental. The nondimensional amplitude of the heat flux gauge is calculated similarly. Finally, the nondimensional amplitude ratio was calculated from the nondimensional heat flux gauge amplitude divided by the nondimensional amplitude of the infrared detector. Tests were performed at different power levels and chopper frequencies. These test cases are summarized in Table 1.

The nondimensional amplitude ratios for eight different test cases are plotted in terms of frequency in Fig. 14. To investigate the generalized dynamic response characteristic, all of the test cases are plotted with respect to the nondimensionalized variables, as shown in Fig. 15. The abscissa variable is the nondimensional frequency, the harmonic frequency divided by the fundamental frequency. The frequency response characteristic of the heat flux gauge is decided at the 3-dB level measured downward from the nondimensional amplitude ratio of one.

The corresponding nondimensional frequency in Fig. 15 was determined to be 6.5. In terms of the frequency, the dynamic response range of the heat flux gauge is 3 kHz, as can be found in Fig. 14. Therefore, it can be said that the dynamic frequency response range of the newly designed heat flux gauge is about 3 kHz.
Conclusions
A new design of thin-film heat flux gauge was developed and tested. A thermopile of 40 pairs of Pt–Pt/10%Rh thermocouple junctions was deposited on the same plane of the substrate. Over the thermocouples, thermal resistance layers 5 and 10 μm thick were deposited to create a temperature gradient across those layers. Calibration and testing of these gauges were carried out in an arc-lamp calibration facility. The sensitivity of the gauge is presented in terms of the relative conductivity and surface temperature. The heat flux calculated from the gauge output is in good agreement with the value obtained from the precalibrated standard sensor.

The frequency response of the heat flux gauge was measured in the frequency domain using a CO₂ laser and a chopper. The responses from an infrared detector and the heat flux gauge were measured simultaneously and compared. It was found that the thin-film heat flux gauge has a dynamic frequency response of 3 kHz.

The temperature profile in a steady-state condition was calculated using the FLUENT. The two-dimensional temperature profiles show that the temperature across the thermal resistance layers is the main term contributing to the heat flux measurement. The computational results were compared with the experimental results and show fairly good agreement.
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