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ABSTRACT: TheProjectintegration Architectue (PIA) hasbeendemonstatedin a single-mabineC++ implementation
prototype Thearchitectueisin theprocesfbeingmigratedto a CommorObjectRequesBroker Architectuie (CORBA)
implementation.The migration of the FoundationLayer interfacesis fundamentalljcomplete Theimplementatiorof
the ApplicationLayerinfrastructue for that migration is reported. The ApplicationLayer providesfor distributeduser
identificationandauthenticationper-user/pefinstanceaccessontmls, serveradministation, theformationof mutually-
trustingapplicationserves, a serverocality protocol,andanability to seach for interfaceimplementationthroughsud

trustedservernetworks.

1 Introduction

1.1 History

In the late 1980s, the Integrated CFD and Experiments
(ICE) project[1, 2] wascarriedoutwith thegoalof provid-
ing a single,graphicaluserinterface(GUI) anddataman-
agemenenvironmentfor a variety of computationafluid
dynamicgCFD) codesandrelatedexperimentadata. The
intent of the ICE projectwasto easethe difficulties of in-
teractingwith andinterminglingthesedisparateinforma-
tion sourcesTheprojectwasasucces®naresearclpasis;
however, on review it was deemedinappropriate due to
varioustechnicallimitations, to adwvancethe effort beyond
thesuccesseachiered.

A re-engineerin@f the projectwasinitiatedin 1996]3, 4,
5,6,7,8,9, 10]. The effort wasfirst renamedPortable,
RedesignethtegratedCFD andExperimentPRICE)and
then, as the wide applicability of the conceptscameto
beappreciatedProjectintegrationArchitecture(PIA). The
provision of a GUI as a project productwas eliminated
and attentionwas focuseduponthe applicationwrapping

andintegrationarchitecture During the interveningyears,
work hasproceedednd an operationaldemonstratiorof
the PIA projectin a C++, single-machinemplementation
hasbeenachiezed. This demonstratiorincludesthe in-
tegration of a ComputerAided Design(CAD) geometry-
wrappingapplicationwith a wrappedCFD codeand the
automaticpropagtion of geometryinformationfrom one
to theother[5].

1.2 Key Contributions

ThePIA technologyprovidesanumberof benefits Among
themoresignificantarethefollowing.

1. Completeengineeringprocesscaptureis possibleto
theextentdesired.

(&) A completederivationalhistory of every project
configurationinvestigatedcanbe captured pro-
ducingan auditabletrail from final designback
to initial guess.
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(b) Technologiss journals,notes,andthelike can
be captured allowing the recordof thinking to
be retrievablein the contet of the harddataof
theproject.

. Integrationof applicationsinto a functionalwhole is

possible allowing for the complex analysisof entire
systems.

. Rigourousdesignconfiguratiorsynchronizatioris en-

forced,eliminatingmis-matchednalysedetweerin-
tegratedapplications.

. The classicn-squaed integration problemis solved

throughthe useof semantically-definedarameters.

. Dimensionalunit confusionis eliminatedby encap-

sulatingin parameters self-knavledgeof their own
dimensionality

. Quality values(good, bad, and, potentially a range

in betweenprecapturecallowing baddataor designs
to beretainedn the recordwithout concernthatthey
mightbeinadwertantlyrelieduponasbeinggood.

. Applicationintegrationis achiezedwithoutthe neces-

sity of re-codingthoseapplicationsto the standard.
The wrapping nature of the architecturedecouples
commitmento theintegrationstandardrom the cap-
ital asset®f thewrappedapplications.

. The wrappingnatureof the architecturealso allows

for multiplewrapperdo thesameapplication.Among
otherthings,wrappersappropriatdo the skill level of
varioususersmightbedeveloped.

. The architectureprovides a significantstep forward

into the long desiredutopia of plug-and-play mix-
and-matchsoftware building blocks, allowing cus-
tomersto pick the analysispiecesneededfor a par
ticular situationanddroptheminto anself-intggrating
analysissystem.

The architecturealso provides a beginning for the
building of intelligenceinto applicationgor morecor-
rectly, theirwrapperswherebythoseapplicationsan
searchfor otherapplicationsdevelopingthe kinds of
informationthey need.A smallpeakoverthehorizon
at self-oiganizingsolutionsmay be here,perhapshe
basisfor the implementatiorof the “solve yourself
method.

The CORBA-sened implementatiorof the architec-
ture will allow the servicesof applicationgo be pro-
vided to customerswithout the releaseof the actual
applicationsoftware. Oftenit is the softwareandits
internaltechologiesvhich arethe competitve edgeof
anenterprise.

12. Applications made available through the CORBA-
senedimplementatiowill bemoreeasilymaintained
sinceonly the copiesin executiononthesener(s)(as
opposedo all thecopieghatwould have beenshipped
to customeraundercorventionaldistribution mecha-
nisms)needbe updatedvhennew featuresareadded
or mistalescorrected.

2 Developmental Foundations

Before proceedingto discussthe developedapplication-
layerinfrastructureit is appropriateo understandhe sup-
positionsuponwhich thatinfrastructures based.

2.1 Commercial, Off-the-Shelf Solutions

One of the points the astute will notice is that the
application-layerinfrastructure at points, tendsto dupli-
cate facilities and capabilitiesthat might also be obtain
from various commericalproductsor other implementa-
tionsof standardshatareeitherin placeor nearlyat hand.
In particular theimplementatiorof objectaccessontrols
is a topic thathasbeenaddressedby the ObjectManage-
ment Group (OMG, the organizationresponsiblefor the
CommonObject RequestBroker Architecture(CORBA)
standard)and commercial productsimplementingthose
further standardsreavailable. Othersuchareasundoubt-
edly exist.

Such Commercial, Off-the-Shelf (COTS) solutions are
generallydeclinedby the PIA projectin favor of project-
generate@dndopen-sourcéreavaresolutions.Someof the
reasongorming this choiceareasfollows.

1. The technicalapproache®f somealternatve solu-
tionsdo notfit the (sometimesmplicitly understood)
designstratgies of the PIA project. For example,
the commercialproductsoffering objectaccesscon-
trols tendtowarda singleuserauthenticatiomatabase
sener, which represents single point of failure and
runscontraryto the utterly-distrituted designgoal of
thePIA project.

2. As a (possible)standardin its own right, the PIA
projectis reluctantto build upon COTS solutionsas
elementsof the PIA whole. While the ideal pro-
poseshatevery COT S solutionconformingto agiven
standards to beinterchangblewith every other the
practicalreality is that there are often subtle differ-
encesdetweersolutionsthathave slippedbetweerthe
cracksof the associatedtandardprocess.This con-
dition then leadsto one of two undersirablecondi-



tions: eitherthe PIA implementationwould become
dependentipona particularsetof COTS solutionsto

the exclusionof othersupposedlydenticalproducts,
or the PIA implementationwould becomea morass
of conditionalcode attemptingto accommodatehe

slight differenceshetweerthosesupposedlydentical
products.

3. Continuingthe previous concern the Governmentof
the United Statesis customarilyreluctantto provide
anendorsmenbf a particularcommercialproductin
preferenceo another Thus,to issuethe PIA product
with a list of requiredCOTS elementds a lessthan
completelydesirablechoice.

4. One potential commercializationplan for the PIA
project[11] is to provide it asopen-sourcdreenare.
Suchanapproactto commercializatioroffersa num-
ber of benefitsjincluding but not limited to wide dis-
tribution dueto the easeof acquisition,wide accep-
tancedue to the lack of proprietaryprotectionsand
ploys, confidencalueto theability to examinethe ex-
actoperation®f thesoftware,andalargedefactotest-
ing/detuggingcommunity Dependenceponalist of
requiredCOT S foundationelementds someavhatan-
titheticalto sucha commercializatiompath.

2.2 Implementation Foundation

Exceptfor a few peripheralelementavhoseneedhasnot

yetbeenclearlydefinedor establishedtheimplementation
of the foundationlayer uponwhich the applicationinfra-

structureis built is complete. Therearein this founda-
tion layera few assumptionsvhich run somevhatcounter
to thoseof the applicationinfrastructure. The following

choicededto this situation.

1. The goal of the foundation layer was to provide
generic,reusablestructuralforms as CORBA-sened
interfaces. Theseinclude arrays, matricies, lists,
maps,organizationsgraphs,anda few fundamental,
non-atomiadatatypes.

2. As a generic, reusableform, the foundation layer
does not introduce the conceptof a “user”; how-
ever, becausef the inherentlymulti-accessonature
of CORBA, resolutionof concurrentaccessconflicts
is provided[7].

3. Lackingtheconcepbfauserthefoundationayerhad
little uponwhichto hangthe concepbf an“operating
system”. Thus, the central, sener control interface
(of which eachsener programhasoneinstancehad
little to do but controldiagnostideaturesandprovide

a skeletalframework for the startupandshutdavn of
thesener program.

4. Lackingthe conceptof an operatingsystem,the fo-
cusof the “bootstrap”procesgwherebysomeinitial
graspof CORBA-sened objectsis obtained)moved
to the interfacesthemseles. Thus,the Glnterface-
Info instancegin CORBA parlancetheinterfacefac-
tories) which parallel the PClassl nfo objectsof the
C++ FoundationClassedecamethe elementgubli-
cizedfor clientsto find. Thus,aclientdoesnotfind a
sener, but insteadfinds a sened Gl nterfacel nfo in-
stance.

5. Becauseof an anticipationthat therewould be mary
PIA senersin a given, cooperatingervironment,the
publication of Glnterfacelnfo instanceswas orga-
nizedin away soasto allow mary instancesupport-
ing the sameinterfaceto co-exist. Further this mech-
anismallowedthe clientanopportunityto navigateto
a particularGl nterfacel nfo instancebaseduponap-
parentco-localityon the network.

3 Application Infrastructure

As discussedn the following subsectionstwo key con-
cepts, that of trusted, cooperatingseners and that of a
“user” combineto shapeheapplicationinfrastructure.

3.1 TheTrusted Server Concept: The Collective

The PIA applicationmodelconcevesnot simply of a sin-

gle,isolatedCORBA senerservingoneor morecompliant
applicatiorwrappersbut insteada cooperatingcommunity
of applicationseners (called a collective, so asto avoid

callingit afederation) servingmary differenttypesof ap-
plications. The collective may spanjust a few seners of

a division of somecorporateentity, or it may consistof

thousand®f senerscooperatingn a world-wide service
of technicalresources.

Becausedhe collective is conceved as potentiallyexpand-
ing to aworld-wide basis thefirst designdictumbecomes
oneof scalabilitythroughdistribution. To the extentthatit
is possible thereis to be no centralresourcdor anything;
no centraluseridentificationdatabase,no centrallock or
accesgontrol mechanismno centralsecuritymechanism
or resource,no central location service, etc. This dic-
tum coordinateswith the previously explainedprediposi-
tion againstCOT S software solutionssincemary of those
solutionsgravitatein entirelythe oppositedirectionto cen-
tral resourcesindcentralpointsof failure.



A consequerointthatarisedromthedistributed,scalable
designdictumis that,sincemary of theactiitiescarriedon

betweercooperatingsenersinvolve key securityissuesa

level of trust betweenthe senersof a collectve mustbe

met. For example,oneof the actwvities carriedout by the

collective is the identificationof a particularuser Since
thisidentificationis key to establishingaccesgrivilegesto

information,the validity of the identificationprocesanust
be maintained.A roguesener acceptedyy the collective

could easilyidentify its own usersas uniquely privileged
and,therebycompromisery andall informationthrough-
outthecollective.

It shouldbe further notedthat the establishmenof trust

doesnot directly dictatethe openor closednatureof the

collective. A collective fully rootedin trustof its members
maywell permitwide-ranginganorymousor guestaccount
accessThefocusof thetrustissueis onwhetheror notthe

prescribednechanismareoperatingcorrectly nottheuse
to whichthosemechanismarebeingput.

At presentno automaticmechanismnior the establishment
of trust betweensenersis implementedor even particu-
larly conceved. Instead,someparticularuser(typically a
sener administratorof one or the othersenersinvolved)
mustbe grantedownershipprivilegesto bothmemberof a
trustingpair. Thatusercanthenexecutefunctionality that
formsalinkageof trustbetweerthosetwo seners. It is up
to the peopleinvolved to satisfythemselesthat the reg-
uisite complianceto PIA applicationsener protocolsis in
placeon bothsenersof theestablishegbair.

As additionaltrustlinkagesareformed,a graphof trusted
senersevolves. Sincelinkagesarereciprocalandadirec-
tional (a linkageindicatingthe trustof A in B is matched
by alinkageindicatingthetrustof B in A, neitherof which

is considered “forward” linkage),cyclesin this graphare
inevitable. Cyclesare,of coursenotlimited to theformed
reciprocallinkages. Sener A might trust B, which would

trust C, which would trust D, while A might alsotrustD

directly.

Noinitial nodeof thegraphis defined.Becausef this,ary
conceptualizationf depthis only relative to thenodefrom
whichits calculationis started While technicallypossible,
relative depthwithin the graphis not presentlyusedto es-
tablishary measureof relative trust. Thus,if A trustsB,
whichtrustsC, whichtrustsD, D is astrustedby A asis B.

3.2 TheUser Concept

Becauséheapplicationlayeris to presenfor usevaluable,
indeedoftenrevenuegeneratingresourcesthe conceptof

GLockCtx

Client
GObjLck-based Instance

Figure3.1: Relationshipof Concurreng ResolutionCom-
ponents

a“user” which maybegrantedor denieduseof thesevalu-
ablefacilitiesis very definitely included. This, of course,
runsentirely counterto the supposition®f the foundation
layeruponwhichthe applicationinfrastructurds built.

In the PIA formulation,a usercurrentlyhasthe following
ratherlimited characteristics.

1. A userhasa name. This correspondgo the classic
computersystemconceptof the useraccount,but in
the PIA formulation,thatnameor accounts a global
conceptspanning(potentially) mary computersand
mary PlA-basedseners.

2. A userhasalocation,or moregenerallyarangeof lo-
cationsfromwhichsheoriginates.In classiccomputer
systemsa userhasonly onelocation, the computer
systemto which sheis loggedon, andthat location
is morea point of terminationthat origination. In the
PIA formulation,thepointof origin senesto differen-
tiate usersin the eventof namecollisions. Thus,PIA
canacceptmultiple usersnamed‘xyz” if thoseusers
originatefrom differentranges.

3.2.1 TheUser Context Mechanism

Thereasorfor theconcepbf auseris, aspreviously stated,
to provide abasisuponwhichto grantor dery usageof the
sened resourcesthoseresourcedeingin the form of in-
stanceof PIA-defined, CORBA-sened interfaces. Some
mechanisms neededo identify a particularuserrequest-
ing suchresourcesindto tracktheresourceso which that
userhasbeengrantedaccess. The foundationlayer pro-
vides the basisfor sucha mechanismin the form of the
GL ockCtx lock context interface.



In thefoundationlayer, the GL ock Ctx interfaceis onepart
of the concurreng conflict resolutiontriad (illustratedin

Figure3.1)of contet (theGL ock Ctx instance)tarmget(ary

GObjL ck-basednstance)andlock (a GL ock instanceas-
sociatedvith thetarget)[7]. TheGL ock Ctx context tracks
thelocks currentlyheld by thelogical threadof execution.
It is presumedhat the actiities of sucha threadof exe-
cution arefree to performthe actsgrantedby the locks it

holdswithout further concernof corruptionthroughother
concurrenevents.

This conceptof a contet extendsnaturallyinto the con-
ceptof ausersincea userholdstheright to accesyvarious
resourcei theform of interfaceinstancesThus,aderva-
tive form of the GLockCtx interface, the GacL ock Ctx
interface, is provided to accommodate&ertain additional
functionalityto bediscussedater

3.2.2 Provision of Access Control Levels

The next stepof the userconceptis the recognitionthat
thegoalis to provide controlsontheaccesgo interfacein-
stancedeyond the simpleresolutionof concurreng con-
flicts. Thatis, beyond the resolutionof whetheror not a
particularaccessouldbeaccomplishedvithoutcorruption
is theissueof whetheror not a particularuserhastheright
to exercisesuchan access.This taskfalls very naturally
uponthe GL ock interfacewhich, in the concurreng reso-
lution triad of thefoundationlayer, makesthedecisiorasto
whetheror notto grantalock and,thereby permitthe pro-
posedaccess.As with the lock context interface,the ap-
plication infrastructuremplementatiorprovides a derva-
tive of the GL ock interface the GacL ock interface,to deal
with thesematters.

The applicationlayer begins by recognizingthe standard
accesgormsdefinedby thefoundationlayer: release, ref-
erence, read, write, execute, anddelete. Theseare ex-
tendedinto the conceptof theright to performthe access,
in additionto the presentbility to conductsuchanaccess.
The applicationlayer then extendstheseconceptsto in-
cludeadditionalformsof accessthe significantonesbeing
control, own, andsecurity.

Becauseheimplementatioris achiezedthroughderiative
formsof theGL ock Ctx andGL ock interfacesthenew ac-
cesscontrolconceptanustbetreatedin the mannerof the
old concurreng forms. A certaincomplity arisessince
thenew formsenforcethesameconcurreng restrictionsas
the old, but mustbe treatedasdistinct by the GL ock Ctx
andGL ock mechanismsFor example,boththewrite and
control accesdevelsrequireexclusive accesso thetarget
instancehowever, to hold awrite lock is notto hold con-

trol privileges,eventhoughbothlocks areof equalprece-
dence.

Further while this distinction betweenlocks of equal
precedencéut differing privilegeis beingmaintainedit is
alsonecessaryo conformto the concurreng systemprin-
cipal that a nestedock applicationnot reducethe prece-
denceof alock alreadyheld. For exampleshoulda holder
of adeletelock request control lock in somenestedpart
of the overall operation,the grantingof the control lock
(which, technicallycarriesonly write precedence3hould
not reducethe delete precedencalreadyheld by the con-
text. All of thismustbedone,of coursepy codethathasno
knowledgethat derivative lock/privilege forms have been
defined.

The implementationsof the GLockCtx and GLock in-

terfacesprovide a few functional hooks that allow this
introduction of additional lock/privilege concepts. The
GsL ockCtx class(whichimplementghe GL ock Ctx inter-

face)providesthe I sLesser L ock memberfunction which
compareghe precedencef two lock levels. This func-
tion, in turn, usesthe ConvertToL ockL evel methodof the
GL ock interfaceto obtaina basiclock precedencdor a
providedlock level. Theimplementatiorof the derivative
Gacl ock lock interfaceprovidesanoverrideof thedefined
ConvertToL ockL evel functionthataddsthe knowvledgeof

thenewly-definedlock/privilegelevelsandprovidestheap-
propriatefoundationlevel precedence$or each. In the
event that a precedenceadjustmentmust be made, the
Gacl ock interfacesuppliesanoverrideof anothemethod,
PromoteToPrecedence, which supplieslock level codes
for thedesiredacceskind attherequiredprecedencefor

example,if thecurrentprecedences execute andacontrol

lock is requestedthe overriddenConvertToPrecedence
methodimplementatiorprovidesa codethatis, in its es-
sensecontrol at execute precedence.

3.2.3 Enforcement of Access Control Levels

Having, throughobject-orientedlightsof hand,introduced
additionalaccesscontrol levels and kept them distinct in
the implementedconcurreng mechanismthe next magi-
cal featis to actually enforcethoselevels. This is done
throughanoverrideof theimplementatiorof the Request-
Lock functionality originally definedby the GL ock inter-
face. The overriding codeis provided by the implementa-
tion of thederiative GacL ock interface.

The RequestL ock override eventually relies uponiits in-
heritedbase-clasgmplementatiorto provide concurreng
resolution;however, beforeit doessoit first verifiesthat
the userrepresentedby the suppliedGL ockCtx interface



(which mustbe, in fact,a GacL ockCtx interface),canex-

ercisethe privilegesof the requestedock. The sourceof

this answeiris foundin a GacDescAccs accesontrolde-
scriptive elementattachedo the lockabletarget, which it-

self mustbe aninstanceof the GacBODbj interface(or its
derivatives). (This symbiosisbetweenGacBObj tamets
and GaclL ock locks is enforcedthroughan override pro-
vided by the GacBObj implementatiorof the NewL ock-

Instance memberfunction originally definedby the im-

plementatiorof the GObjLck interface, GacBObj being
aderiative of GObjL ck.)

The RequestL ock override obtains from its supporting
GacSrvrCtl sener control instance(the GacSrvr Ctl in-
terfacebeinga derivative of the GSrvr Ctl interfaceof the
foundationlayer) a useridentificationtext associateavith
the GacL ockCtx instancerequestingthe lock. The de-
scriptive setsof the particularGacBObj interfacearethen
searchedor a GacDescAccs instanceproviding a definite
answerasto the accesrivilegesof theidentifieduser If
no suchansweris found in the courseof the search,the
accesss, currently denied.

Notethatthe GacBObj descriptve systemis hierarchialin
nature providing mary potentiallayersof descriptioncor-
respondingo eachlayer of derivationfrom the GacBODbj
foundation. Each such layer may provide a separate
GacDescAccsaccesgontroldescriptve instance Thelay-
ersare searchedrom shallovest(the mostderived layer)
to deepesfthe GacBODbj layer)while theissueremainsn
doubt.

The accessontrol searchfurther recognizeshe applica-
tion layer conceptof structuraluplink and, while an an-
swerto the accessontrol questionis not yet found, will
proceedup this chainof GacBODbj instancedo containing
logical applicationstructures.Thefirst instanceproviding
a definite answerterminateghe searchand settlesthe is-
sue.Becausef this upwardsearchthe potentialexistsfor
controllingmary instanceshrougha highly-placedaccess
controldescription.For example,accesontrolsmight be
placedon a root applicationinstance(thatis, an instance
of aderwative of GacAppl) andneglectedon all the com-
ponentsof the applicationthatinstanceheads.Becausef
the uplink searchprotocol,every componentver addedo
thatapplicationinstancewould be governedby the access
controlsof thatsingleGacAppl-deriative instance.

3.24 Access Control Description

TheGacDescAccs accesgontrolinterfacedoesnot, itself,
implementthe accessontrols. Instead,it senesonly as
a linkage to a more generalset of control mechanisms,

the GacAccsCtrl accessontrolinterfacewhich organizes
GacAccsAce accesscontrol entry instances. GacAcc-

sAce instancesactuallyrecordthe particularsof privilege
grantedo a specificuseror account.

As currently implemented,GacAccsAce accesscontrol
entries(ACESs) are organizedby GacAccsCtrl-derivative
formsinto accessontrollists (ACLs) which aretraversed
from headto tail. Again, the first suchentry providing a
definiteanswetterminatesheaccesgontrolsearchandde-
terminegheissue.

ACEsidentify userseitherby a simpletext matchof a pro-
videdtext, or by the matchingof a generakegularexpres-
sion to thattext. By usinga generalregular expression,
a usermay be allowed to roam over a rangeof machines
while still exercisingthe sameaccesgrivileges.Addition-
ally, thelist may be arrangedasa filter throughthe useof
multiple entriesapplicableto a partiularuser For example,
suchalist mightgrantgreateiprivilegeto a userwhenthat
useroriginatesfrom a more restricted(and, presumably
moretrusted)rangeof machines.

3.25 Access Control Execution: The Privileged Ac-
count

The descriptve systeminterfacesusedto describethe ac-
ces<ontrolsof GacBObj-derivedinterfacesare,of course,
themselesderivativesof the GacBODbj interface. Theac-
cesscontroldescriptionghusavail themselesof the same
accessontrolprotectionastheinstanceshey, themseles,
protect. Thatis, to readan accessontrol descriptionto

determineif it grantssomeparticularaccesgo anidenti-

fied user onemustobtaina read lock on thatdescriptve

instance. And to obtainthatread lock, the GaclL ock in-

stanceprotectingtheaccesgontroldescriptiormustdeter

mine that the requestingGacL ockCtx can exerciseread

privilegeson thatinstance Without somerelief, aninfinite

recursionmmediatelydevelops:to gain accesgo atamet,
arequestomustgain access$o anothertarget, but to gain

accesdo thattamget, the requestomustgain accesgo an-
othertarget,andsoon.

To breakthis recursionthe determinatiorof accessriv-
ilegesis not carriedout in the context of the requesting
GacL ockCtx instance. Instead,the GacL ock instance
goes,onceaaain, to its supportingGacSrvr Ctl senercon-
trol instanceto obtaina privilegedlock contect in which
to conductthe accesscontrol search. When a GacL ock
instancerequestsa useridentificationof a privilegedlock
contet, the specialidentification“server_root” is returned.
The RequestL ock override of the GacL ock implementa-
tion is codedto recognizethis specialidentificationand



bypassthe entire accesscontrol processwhenit occurs.
Naturally considerablgainsaretaken to assurethat the
identification“server_root” is notgrantedo otherlock con-
texts. Evensystemadministratioraccountsywhich custom-
arily have full accesgrivileges,arenamed'server.admin”
ratherthan“server_root” asa securityprecaution.

3.2.6 Control of Access Controls

The modificationof accesscontrolsis not carriedout in

a privileged contet, but insteadmustbe the actof a user
supplyinga GacL ockCtx instance. Since, as previously
pointedout, the accesscontrol interfacesare themseles
deriativesof the GacBObj interface,they too canattach
accesgontrolsfor their protection. The accesontrolre-

cursionproblemis, thus,re-encounterediwo solutionsare
available.

First,anaccesgontrolcouldattachno accesontrolsand
rely uponthe uplink searchprotocolto defineits accessi-
bility. Sincethe uplink of an accesscontrol proceedaup
to the GacBObj-derivative instancet controls,by waiting
for this mechanisnto operateanaccesgontrolwould be-
comeself-controlled;accesgrivilegesto the control be-
come identical to accessprivilegesto the controlledin-
stance.

As asecondalternatve, a self-controlledcharacteristican
be setin anaccesgontrolwhich achievesthe sameresult:
accesgrivilegesto the controlareidenticalto thoseof the
controlledinstance. This alternatve is provided for those
situationsin which the uplink searchprotocolis not avail-

able,or whenit is desirableo circumwentthatprotocol.

3.2.7 Concurrency Resolution

Oncean affirmative determinatiorof privilegeis obtained,
therequestedock is corvertedto a foundationlayer code
andtheinheritedRequestL ock functionalityof the GL ock
implementatioris invoked. This functionality proceedsn
the usualmannerto resohe conflictsof concurrentaccess
andeithergrantor dery therequestedbck.

3.3 Association of |dentitieswith Lock Contexts

As mentionedabove, it is thejob of the GacSrvr Ctl sener

control instancesupportinga PIA-compliant application
level senerto associat@useridentification(in theform of

atext) with a particularGacL ock Ctx instance At present,
thisis donein thefollowing mannerwhichis illustratedin

Figure3.2.

Start
Yes
Privileged Context? |—> Return "server_root" I
l No
Yes
Trusted Context? |—> Return identfication text I
Yes
Trusted by Collective? |—> Capture local copy I

lNo

Untrusted Context Result |

Figure3.2: Associationof Identity with a Lock Context

1. Theinstancenameof theidentified GacL ock Ctx in-
stancds obtained.

2. An internal,PM ap-basedmapis searchedor thatin-
stancename.If thatnameis foundandafurtherinter
operabléObjectReferenc€lOR)-basedestis passed,
then the identified GacL ockCtx instanceis one of
the privileged lock contet instancesmaintainedby
theGacSrvr Ctl instanceandthespecialidentification
“server_root” is returned.

3. An external, GMap-basedmap is searchedor the
instancename. If the nameis found and, again, a
further IOR-basedtestis passedthen the identified
GacL ock Ctx instancds aninstancealreadyknowvn to
the GacSrvrCtl instance.A linkageto a GacTrust-
edL cxInfo instanceis followed, a useridentification
text obtainedrom thatinstanceandthattext returned
astheassociatedentification.

4. Shouldthe identified GacL ockCtx instancestill be
unrecognizeda traversalof the othersenersof the
collective is conductedn the expectationthat some
senerwill recognizehe context. Shouldsomesener
respondpositively, that responsds honoredas be-
ing valid andthe subsequentlpbtaineddentification
passedackto theinquiring GacL ock instance.The
associationis also recordedin the GacSrvrCtl in-
stancehostingthe original inquiry in the expectation
thattheissuewill ariseagain.

5. Shouldthe GaclL ockCtx instancestill be unrecon-
gized, an empty useridentificationtext is returned.
The emptytext is definedasbeinga declarationthat
the GacL ockCtx instanceis not trusted. Operations
in sucha context shouldberefused.

It is in the traversalof the collective stepthat the issueof
trustbetweermembersanbeclearlyseen A roguesener



can easily answerthat the associateddentificationis the
all-powerful “sener_root” pseudo-user Sucha response
cannotberejecteda priori sinceoperationsn a privileged
contet arenot prohibitedfrom crossingsenerboundaries.
That is, thereare legitimate situationsin which a sener
mayencountetheprivilegedlock contet of anothemem-
berof the collective. If memberof a collective weresim-
ply to trust any other sener that they might detect,the
breachingof PIA applicationinfrastructuresecuritywould
betrivial.

Note thatthe mechanisndescribedabove conformsto the
distribution of servicesdesigndictum establishedor the
PIA applicationinfrastructure. Thereis no central re-
sourcefor establishinghe userassociatiorof a particular
Gacl ockCtx instancelnsteadit is adistributedactof the
collective operatingunderthe presumptiorthatsomeavhere
“out there”a memberexiststhatcanidentify thelock con-
text instanceandassociate userwith it. Furthermorethe
operationis conductedn a mannersoasto toleratethe oc-
cassionaunavailability of sometrustedseners.

3.3.1 Lock Context Linkages

As indicatedpreviously, eachGacSrvr Ctl sener control
instancekeepsa map of GaclL ockCtx instanceswhich it
has,by onemeansor anotheridentifiedasbeingtrustwor-
thy.

Sinceit is anticipatedthat the lifetime of a GacL ockCtx
lock contet instancewill correspondwith the working
sessionf the userit representsit is necessaryo pro-
vide a mechanisnto notify eachtrustingGacSrvrCtl in-
stancewhena trustedGacL ock Ctx instancebecomegle-
funct (thatis, whentheinstanceis destrgyed). Thus,the
Gacl ockCtx derivative implementatiorhasbeencodedto
include a map of GacSrvr Ctl instancedrusting the par
ticular GacL ockCtx instance. An entry in this trusting
sener mapis madeat the time the GacSrvr Ctl instance
addsthe GacL ockCtx instanceto its trustedlock context
map.(Thisis oneof thereasonghatall lock contets used
in PIA-compliantapplicationsenersmustbeof thederva-
tive form GacL ockCtx ratherthan the baseGL ock Ctx
form.) WhentheparticularGacL ock Ctx instancebecomes
defunct at the endof a usersessionit traversesthis map
andnotifieseachidentifiedGacSrvr Ctl instancesothatthe
trustlinkagesmaybediscarded.

It is further anticipatecthat the lifetime of a sener (and,
consequentlyits associatedacSrvr Ctl instancewill be
farlongerthanthatof the GacL ockCtx instancest trusts,
extendingout from monthsandyearstowarda practicalin-
finity. Thus,the needfor thereciprocalmechanisnior di-
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Figure3.3: Flow of Eventsin Lock/AccessAcquisition

solvinglinkagesof trustto suchGacL ockCtx instancess
muchsmaller Nonethe less,the mechanisnis provided
for the dissolutionof linkagesuponthe demiseof a sener.

3.4 Establishing Trust in Cooperating Components

Baseduponthe systemdescribedn [7], theflow of events
in acquiringalock (and,with theintroductionof the appli-
cationinfrastructure accesgrivileges)is in the following
mannerasillustratedin Figure3.3.

1. The userinvokesa methodon the target (GObj L ck-
derivative) instance. A GLockCtx lock contet in-
stance (which is, in fact, of the dervative kind
Gacl ockCtx) is suppliedastheusers context for the
operation.

2. The tamget instance consults with its associated
GacSrvrCtl instanceto determineif the supplied
GL ockCtx instanceis trustworthy. If this is not the
casethemethodexecutionis abortedwith alock fault
indication.

Thisstep,introducedy theapplicationinfrastructure,
is a regrettableoverheadsinceit mustbe performed
evenwhenthe suppliedlock contet instancealready



holdsthe desiredock; hawvever, the stepis necessary
to preventtheintroductionof roguelock contets that
will return falseresultsto the target instance. The
overheads even greaterthanis apparenbecausef
the oftenrecursve natureof methodimplementation:
methodA obtainsa lock andtheninvokes methodB
on the sameinstance,which obtainsa lock andin-
vokesmethodC on the sameinstancewhich obtains
alockand....

To alleviate this situation,the GacBObj application
foundationinterfaceimplementsa small, hashedas-
sociatve cache of lock contet instancesrecently
demonstratedsbeingtrustworthy. Concurreng res-
olution of this caches by meansof mutual-eclusion
locksexecutedbnaperelemenbasisthus,maximum
executionconcurreng is expected.It is expectedthat
the storageandexecutionburdenof this cachewill be
far outweighedby the overall performancamprove-
mentgained.

3. Thetametinstanceequestshatthesuppliedandnow
trusted)GL ock Ctx lock context instanceobtainalock
of appropriat&kind onthetargetinstance A reference
to thecorrectGL ock instancgwhichis, in fact,of the
derivative kind GacL ock) is suppliedin thatrequest.

4. Assumingthatthe lock contet instancedoesnot al-
readyhold the requisitelock, it makesa furtherlock
requesbntheidentifiedGL ock instance.

5. The GLock instanceevaluateshe requestandeither
grantsor deniesthe requestedock, returningthatre-
sultto therequestingsL ock Ctx instance.

6. The GL ockCtx instancemakessuchnotationsasare
appropriatdo theresultof its requestandthenreturns
its lock requestesult,again usuallyof the form grant
or dery, to therequestindarget.

7. Thetagetinstanceexaminesthe resultreturnedto it
and, if the requiredlock is granted,proceedgo per
form whatever operationthe invoked methodencap-
sulated.

Thesecurityof all thisdependsof coursepuponeachof the

threecomponentstarget, context, andlock, performingas

they aredesigned.The securityof two of the components,
the target andthe lock, is not in doubtin the application

infrastructure.

1. The target, GObjL ck-derivative instanceis consid-
eredto be secureby definition. Therecanbe no point
to implementinganinherentlycorrupttargetinstance
sincethe servingof suchaninterfacewould be point-
less.

2. The securityof the lock is entirely controlledby the
tarmgetinstance Thelock instancds obtainedthrough
aninternalmemberfunctionof thetargetinterfaceim-
plementationThereis no mechanisnior attachingan
alternatve, corruptlock instanceo atarget.

Unfortunately the third element of this triad, the
GL ockCtx lock contet instance,is entirely amenableo
securitybreacheshroughthe introductionof a corruptin-
stance. Throwing asideall sortsof devious mechanisms,
a corruptGL ock Ctx instancemay obtainall the accesst
desiresimply by returningagrantresultto thetargetwith-
out regardto the actualresultreturnedto it by the GL ock
lock instance. (Indeed,why even botherinquiring of the
lock instance?)Further the locationtransparengfeatures
of CORBA createa situationin which anindividual intent
uponbreachingsecurityis completelyableto substitutener
own GacL ockCtx implementatiorto undertake whatever
nefariousschemeshemight devise.

Marny schemedor validating a supplied GL ockCtx in-
stancethroughoperationatestswere considereddummy
lock operationswith known results, presetoperationson
the locks of the intendedtargets, location of the serving
sener, and the like. Countersto all suchvalidity tests
we identified and, ultimately the conceptof acceptinga
GL ockCtx from anunverified sourcewasdiscarded.

As aresultof the above considerationsit wasdetermined
thatauserwould have to gothroughaninitial senerlogon
sequencethe resultof which from the users perspectie
would be a referenceo a GacL ock Ctx instanceobtained
from andtrustedby the providing GacSrvr Ctl sener con-
trol instancelt is thislogonoperatiorthatmakestheinitial
entryof aGacL ock Ctx lock contet instancanto atrusted
lock context map of a sener and, consequentlyinto the
collective.

Trustis establishedh the GL ock Ctx instancebecausét is
suppliedfrom atrustedsource.Further becausehe sener
controlinstancecloselytracksthroughinformationinterior
to the sener the identity of eachGacL ock Ctx instanceit
issues,it is not possiblefor the userto substitutea cor
ruptedlock contet instancen placeof evenalegitimately
obtainedock context.

Thefinal barrierto roguelock context substitutions based
uponcomparisorof the IORs for the suppliedandtrusted
instances At thetime a trustedlock context is generated,
its IOR is recorded Whena suppliedock contet instance
is examinedtheapparentOR for thatinstancds compared
with therecordedOR: if thetwo differ, thena substitution
musthave beenmade.



The useof the IOR for identificationis, in generalnotin
compliancewith the CORBA standard. The standardal-
lows a particularinstanceto be sened by differentseners
at differenttimes. Sincethe IOR includesthe information
necessaryo locatethe presentlysenedinstancea migrat-
ing instanceexhibits avaryingIOR.

The difficulties of the IOR comparisonare (currently)
eliminatedby the designassumption®f the PIA effort.
PIA instancesare to persistuntil deliberatelydestrgyed,
evenacrosssener shutdavn/restartcyclesof ary duration.
Sincereference$o suchpersisteninstancesiremaintained
by recordingthe IORs of thoseinstancesthe migrationof
PIA-conformantinstancedo otherseners(with the atten-
dantinvalidationof outstandingORSs)is prohibited.

Becausef the numberof instancesanticipatedn real-life

PIA implementationsno thoughtof central, forwarding

instanceregistriesto bridge the fixed-lIOR-to-migrating-
instancegapis entertained.Typical instancecountsin the

rangeof mary billions andup areexpectedn suchreal-life

implementations.

It shouldbeunderstoodfinally, thatthis useof IORsis still
openfor futurereview. Theintroductionof multipleseners
for a particularinstances supportedy the CORBA stan-
dardandsuchmultiple accespathscanbe encodedn the
IOR. Thesole-serer policy is strictly aPIA contraint. The
desirabilityof redundansenersis obviousandmaybeen-
abledby afuturereconsiderationf PIA design.

3.5 ThelLogon Operation

Like otherelementsf the PIA applicationinfrastructure,
the logon operationis a fully distributed act. A user
may log onto ary sener of a collective without regard to

whetheror notthatparticularsener containghe users ac-

countinformation.

Theuserinitiatesthelogonoperatiorby invokingtheUser-
L ogonRemote methodin presentatiofy ary GacSrvr Citl
sener control instanceof the desiredcollective. In re-
sponsethe useridentificationand passwerd are solicited
througha suppliedGacUser userinteractioninterface. If
the particular sener control does not recognizethe re-
sulting useridentification, the collective is searchedor a
GacUser I nfo userinformationinstanceconstainingheap-
propriateidentification. Assumingthat a memberof the
collective respondsin the affirmative to this search,the
obtainedlogon informationis transmittedto the respond-
ing GacSrvr Ctl sener controlinstanceandauthentication
completed.

With the user identification verified, the sener control
instanceinitially handling the logon requestallocatesa
trusted GacL ockCtx instance,entersit into the internal
structurestracking suchinstancesand associatesvith it
the useridentificationfinally establishedby thelogonpro-
cess. Ultimately, a referenceto the trustedGacL ock Ctx
instanceis returnedto the userasthe resultof the logon
process.

Supportfor both pre-andtime- expired passverdsis pro-
vided. If the logon operationdiscovers suchan expired
passwerd, a passverd changeoperationmustbe success-
fully completedbeforethe logon operationcancomplete.
The passverd changeoperationexcludespreviously-used
passwrdsand canenforcethe usualand customaryrules
for passwerd composition. Again, the actual passverd
is changedand maintainedby the GacSrvrCtl claiming
knowledgeof theuser

3.5.1 Administration of User Accounts

Thedesignof thisuserinformationsystems intendedo al-
low ausersinformationto bemaintainednasinglesener
of conveniencewhile not restrictingthe points of access
availableto thatuser For example,if a numberof corpo-
rations have formed a collective of seners, useraccount
information for an employee of a particular corporation
canbemaintainednasener providedby thatcorporation
without the needfor that userto log on to that particular
sener. This allows the userto obtainthe GacL ock Ctx re-
sourceonthemembeiof thecollective in whichsheintends
to be mostactive. Becausef the high interactionratesof
the lock context instance this may be a performancead-
vantagen somesituations.

The logon processdoesnot specify a precedencén the

event that more than one GacUser I nfo instanceapplica-
ble to a particularuserexists within the collectve. The

first applicableinstancefound in the traversalof the col-

lective is the instanceused;however, it is not predictable
which membetof the collective will have thefirst opportu-
nity to respond Furthermorethesearchs notcontinuedo

identify additionalapplicableGacUser I nfo instancesgven

thoughthey mightexist elsavherein thecollectie.

The unpredictabilityin the caseof multiple userinforma-
tion instancess not consideredo conflict with the current
PIA applicationinfrastructuredesign. A single GacUser-
I nfo userinformationinstancewithin thecollectiveis con-
sideredto simplify suchadministratve tasksas passverd
managemengccoundisablingandthelike. Thesinglein-
stancedesigndoesrepresena singlepoint of failuresince,
if the appropriatanemberof the collective is unavailable,
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the userssupportedby thatmembercannotcompletea lo-
gon sequencehowever, thatfailure is only for thatgroup
of usersnotfor theusersof thecollective asawhole.

A multiple GacUserInfo instancedesignis possibleand
supportfor suchconfigurationsnaybeimplementedn the
future if sener availability issueswarrantsuchfacilities.
It is hopedthat the easeof singleinstanceadministration
combinedwith reasonablsener reliability will suffice for

thetime being.

3.5.2 Organization of Accounts Within a Server

As mentionearlier the collision of accountnamesis ex-
pected,especiallysoin the caseof global collectives. To
resole suchcollisions,theuseris alsoidentifiedby a point
of origin. A generakegularexpressioris usedto provide a
particularuserarangeover which sheis recognized.

Becauseof this useridentificationarrangementit is not
possiblefor a sener controlto deterministicallyidentify a
GacUser I nfo instancethrougha singlemappingstructure.
Instead lists of GacUser| nfo instancesresortedby their
common(collided)usemame.Onceanappropriatdist has
beenidentified,it is traversedrom heado tail applyingthe
generalregular expressionof eachencounteredacUser-

Infoinstanceo theactuallocationassociatedith theuser

Thefirstmatchthatis foundterminateshelist traversaland
selectdheenumerate@acUser I nfo instance.

While the generalintent of this useridentificationsystem
is thatonly oneGacUser | nfo instancebeapplicableto any
given user it is possibleto usethe systemin a filtering
manner For example very specificrangedor a givenuser
might preceedmuch more generallocationrangesin the
list, with the effect that the userwould be in someway
differentwhenoriginatingfrom the constrainedocations.
Currently theuseridentificationsystemsenesonly to pro-
vide identity and, thus, suchdistinctionsas might be ac-
complishedhroughsuchafiltering systemaretrivial; how-
ever, atsomefuturepoint, usefuldistinctionssuchasbilling
andcredit, servicepriority, andthe like might be control-
lablethroughsucha system.

3.6 Protection of Sensitive | nformation

The previous sectionmentionedthe transmissiorof user
identification,including passverds, betweerthe GacUser
userinteractioninstancesand variousGacSrvr Ctl sener
controlinstancef the collective. In point of fact, pass-
wordsareconsideredy the PIA applicationinfrastructure
to be sensitve over and above the sensitvies of otherin-
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formation. While it is expectedthat collectives handling
sensitve information (whetherlegally secretor relatedto

thecompetitve advantageof abusinessvill routinelydeal
in securedcommunicationgechnologiessuch as Secure
Soclet Layer (SSL), passwerdsin particularare protected
evenwithin suchsecuredransactions.

EachGacSrvr Ctl maintainsa readysupply of encryption
keys usingthe algorithmof Rivest,Shamir and Adleman
(thatis, the RSA algorithm). The PIA applicationinfra-

structuredefinesthe acquisitionof a keysetwith boththe

publicandprivateelementsntactasbeingaprotectedunc-

tion of the GacSrvr Ctl interfacewhich, generallyis only

to beexerciseetweerinstancesenedby thesamesener

S0 as not to exposethe private key contentto possible
eavesdropping.On the otherhand,the provision of a key

with only public encryptionelementss entirely openand
suchakey is consideredo befreelytransmittabldetween
instancesvithoutregardto theirrelative locality.

All derivativesof the GacBObj applicationfoundationin-

terfaceinherit the ability to provide andutilize something
calleda passback encryption key for the purposeof pro-

tectingthe transmissiorof sensitve informationto anin-

stanceof thatinterface. (Certainotherinterfaces,in par

ticular the GacSrvr Ctl interfacewhich is not a derivative

of the GacBODbj interface,implementthis functionality by

othermeans.) The cycle of operationis in the following

manner

1. Theinstancentendingto transmitsensitve informa-
tion requestsa passbaclencryptionkey from the in-
tendeddestinatiorinstance.

2. The destination instance locates the GacSrvrCtl
sener controlinstanceassociateavith the sener pro-
gram serving the destinationinstanceand acquires
from thatsener controlinstancea completeRSA en-
cryptionkey.

Becausdhis transactioris entirelyinterior to the sin-

gle sener program,the transmissionof a complete
RSA key betweeninstanceds consideredo be ac-
ceptable.The premiseis thata sener mustbe ableto

trustitself.

3. The destinationinstancerecordsthe completeRSA
encryptiorkey in aninternalstructure sortingthekey
in thatstructureby the public modulusof the key.

4. Thedestinatiorinstancehenreturnsto therequesting
sourceinstancethe public encryptionportionsof the

key.

5. The destinationinstanceencryptsthe sensitve infor-
mationusingtherecevedpublic, passbackncryption



key andinvokesa methodof the destinatiorinstance.
Thepublic,passbaclkencryptionkey is suppliecto the
methodinvokationasoneof its aguments.

Only particular documentednethodsof aninterface
supportthe passbacknechanismandin thosecases
only particularagumentsareencrypted.

6. The invoked methodlocatesthe completepassback
encryptionkey in its internalstructurebaseduponthe
public modulusobtainedfrom the public key portion
suppliedasanamgumentto the method.The sensitve
informationis decryptedand methodexecutionpro-
ceeds.

7. Finally, the destinationinstancediscardsthe used
passbaclencryptionkey. Any subsequenpassback
encryptionoperationwill requirea new encryption

key.

In the event that an intendedpassbaclencryptionopera-
tion doesnot cometo pass,mechanismsre provided to

returnthe public portion of the passbaclencryptionkey to

theintendeddestinatiorinstancesothatthekey maybere-
moved from the internal structuresof thatinstance.Even
in this case though,the encryptionkey is discarded.Un-

til therandomgeneratiorprocessegeneratethe samekey

again (somethinghoughtto beunlikely in theextreme),an
eavesdroppewill find agleanedkey uselessvith regardto

futureoperations.

With this understanding@f the passbaclencryptionmech-
anismin hand,it is merelynecessaryo addthatall pass-
word transactionsare handledin this manner The Gac-

SrvrCtl instanceon which the logon operationis begun
provides a passbaclkencryptionkey to the GacUser in-

stanceconductingthe interactionwith the user The pass-
wordis transmittedo the GacSrvr Ctl having accesso the
actualGacUser Info instanceusinga passbaclencryption
key obtainedfrom that sener control instance.The pass-
wordis thentransmittedbn to the GacUser I nfo instancen

thesamemanner

The GacUserInfo interface protectsencapsulategass-
words by RSA encryptiononcethey have beenreceved.
Again, an encryptionkey is obtainedfrom the associated
GacSrvr Ctl, but in this caseonly the public portionof the
key is requested.Thus,onceencryptedor storageby the
GacUser Info instance the original plain-text form of the
passwerdis nolongerobtainable.

A numberof operationsenforcing various rules for the
form and length of a passwerd must be carried out on
the plain-text versionof that passverd. Theseoperations
are confined strictly to the internal mechanismf the
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GacUser Info interfaceand, assuch,are consideredo be
sufiiciently secure. Note, though, that this hasit ramifi-
cations: it is presentlyconsideredan unacceptableecu-
rity risk to passheplain-text passvword to sharedesources
suchascommonprohibitiedpassverd dictionariesandthe
like. Suchmechanismsightbearrangecandmadesecure
by furtheremplgy/ing the passbaclencryptionkey mecha-
nism; however, thesemechanismsvould notbe ableto use
the repetoireof distributed objectcapabilitiesprovided by
the CORBA-sened PIA implementation.For example,a
GMapGStr-basedmapof prohibitedpasswerdswould not
bepossiblebecaus¢heinterfacedoesnotsupportpassback
encryption. Even if that capacitywere added,the com-
putationalburdenof encryptionwould be beyond realistic
achiezement.

3.7 Location of Interfaces

Very nearlythefirstissueto be confrontedby ary CORBA
clientcodeis how to find a senedinstanceor obtaina new
sened instance. As mentionedat the beginning, the PIA
foundationstartedthis issueoff in a directionwhich must
bereversedby theapplicationlayer

3.7.1 TheFoundation Layer Approach

The PIA foundationlayer provided no conceptof a user
and,lackingthat, hadlittle to definea system.The central
GSrvr Ctl senercontrolinstanceof afoundationsenerhas
little to do but startandstopthe sener andturn detugging
logson andoff.

Becausef thelack of userandsystemconceptsthefocus
is upontheGl nterfacel nfo interfaceandits instancesOne
instanceof this interfaceis createdand sered for every
interface sened by the foundationlayer sener. The cre-
atedinstances namedor theinterfaceit supports For ex-

ample,aninstanceof the Gl nterfacel nfo interfacenamed
GMapGObj ToGODbj is createdandsenedto supportthe
GMapGObj ToGODbj interface.To have areferenceo that
Gl nterfacel nfo instanceds to have theability to createand
useinstance®f the GMapGObj ToGObj interface.

As eachGl nterfacel nfo instances createdareferenceo
it is publishedby the foundationlayer in a well-knovn
NameService sener. After several name contet lay-
ers sorting through the fact that the referenceis a PIA-
conformantGl nter facel nfo instancethe references dis-
tinguishedby its assignechame. To accountfor the fact
that multiple PIA senersservingmary (if not all) of the
sameinterfacesare expectedto exist, the references fur-
ther qualified in the naming serviceby appendingaddi-



tional layersconsistingof the fully-qualified domainname
of the sener. The orderof the domainnamecomponents
is reversedsothatthey proceededrom mostgeneral.gov,
.com, .org, andthelike) to mostspecific. Only whenthe
terminalelementof the domainnameis reacheds an ac-
tual referenceto a Glnterfacel nfo instanceobtained. In
thisway, aGl nterfacel nfo instancesupportinghe GM ap-
GObjToGObj interfaceon oneservingmachineis distin-
guishedfrom anotherGl nter facel nfo instancesupporting
the sameGM apGObj ToGObj interfaceon the next ma-
chineover.

Noteshouldbetakenof thefactthatthefully-qualified do-
main namesusedare establishedy configurationactions
of the PIA-compliantsener programsand not by making
inquiriesof ary actualDomainNameSystem(DNS) sener
thatmight be available. While it is generallyintendedthat
configuredsener nameswill follow the DNS namesof the
servingmachines the configurationoption allows devia-
tions from those namesthat may sene useful purposes.
For example,a groupof machinesot sharingary partic-
ular patternof DNS namesbut all servinga commonap-
plicationmay be formedinto a sener clusterby placinga
commonnamesuggestie of thesenedapplicationjustbe-
fore (in reversedorder or afterin DNS order)theterminal,
machine-identifyingname. For example,a clusterserving
theLAPIN codemightbe configuredo exhibit thefollow-
ing senernames.

srvr00.lapinclustegrc.nasa.go
srvrOl.lapinclustegrc.nasa.go
srvr02.lapinclustegrc.nasa.go
srvr03.lapinclustegrc.nasa.go
srvrO4.lapinclustegrc.nasa.go
srvr05.lapinclustegrc.nasa.go
srvrO6.lapinclustegrc.nasa.go
srvrO7.lapinclustegrc.nasa.go

The foundationlayer provides servicesfor the navigation
of thenameservicestructuret hasconstructedin general
theserviceproceedsn thefollowing manner

1. First,thenamingconttsarenavigatedto theGl nter-
facel nfo instancetree supportingthe desired,named
interface,for exampleup to the pointwherethe Gl n-
terfacel nfo instance(skupportingthe GMapGODbj-
ToGODbj interfaceis identified.

Notethat, oncethis navigation phasas completedit
is certainthatary Glnterfacel nfo instanceadentified
will supporthedesirednterface.In thecaseof avery
generalinterfacesuchas GM apGObj ToGObj there
mayyetbemary possibilitiedeft. In thecaseof avery
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specificinterface,for examplea (supposed). apAppl
LAPIN applicationwrapperinterface, there may be
very few possibilitiesleft.

2. Fromthe currentlyidentified point, namingcontexts
are further selectedbasedupon the (reversed)fully-
gualifiednameof theclient.

Using the example of the supposed_APIN cluster
givenabore,aclientnamed

somemachine.grc.nasawjo

will navigate up through gov, nasa, and grc since
thoseelementsnatchtheclientname.

It is this phaseof the navigation processthat at-
temptsto achieve network co-locality It is presumed
thatmatchingnamecomponentsvill be indicative of
“closenessin somenetwork sense.

3. From the currently identified point, further naming
contts arenavigatedby randomselectioruntil ater
minal contet is reached.The charitablemight con-
siderthis last randomselectionamongsenersto be
a minimal form of load balancing;the uncharitable
might not.

Furtherusing the supposed_APIN clusterexample
given above, having reachedthe naming contect of
grc, randomselectionhas only one choice: lapin-
cluster (presumingor themomenthatonly members
of this clustersene the desiredinterface). Fromthat
point, onelastrandomselectionpicks a sener of that
clusterandleadsto afinal referenceo a Gl nterface-

I nfo instancesupportinghedesirednterface.

As almostan afterthoughtthe foundationlayer similarly
publishesa referenceto the GSrvrCtl sener control in-
stanceof eachsener.

The above implementatiorrepresentsvhat could be done
within the very generalframevork assumedor the PIA
foundationlayer It shouldbe notedthatall of the publi-
cationactionsareimplementedsoptionswhich derivative
senersmayturn off.

3.7.2 Deviation from DNS Names

The exampleof the supposed APIN clusterof senersin
theprevioussectionsenedno particularlyspectaculapur
pose.Sinceit waspresumedhatthe desiredinterfacewas
senedonly by memberf thatcluster oneof thosemem-
berswould have beenselectedevenif the client namehad
been



somedesktop.bldg666.seattle.bcac.com

As amoreconstructve example(which leapsjustabit for-

wardinto applicationlayerconcepts)supposehis LAPIN

clusterconsisteaf power senermachineonwhichit was
inappropriateo run PIA-conformantGUIs for administer
ing thoseseners. Let us supposejnstead,thatthereare
severaldesktopmachinesiamed

admin00.lapinclustegrc.nasa.go
adminO1l.lapinclustegrc.nasa.go
admin02.lapinclustegrc.nasa.go
admin03.lapinclustegrc.nasa.go

andexisting on networksjudgedsecureenoughto perform
administratve tasks.

Underthis setof suppositionsthedefaultinstancdocation

mechanismwill lead thesesupposedadministratie ma-

chinesstraightto the senersthey proposeto administrate.
This will occureven for instancesf interfacessened by

mary othersenersoutsidethis cluster

3.7.3 TheApplication Layer Approach

Two key pointsadjustthe applicationlayerapproacho lo-
catinginterfaceservices.

1. TheGacSrvr Ctl senercontrolinstancds now avital
partof a PIA-compliantapplicationsener. In partic-
ular, the needto locatesuchaninstanceto logonand
obtainatrustedGacL ock Ctx lock contet instances
paramount.

The number of interfacesto be sened by PIA-
compliantapplicationsenersandthe numberof ex-
pectedsenerscombineto make the burdenuponsup-
posedNameService senersuntenable.

Oneof thevisionsof thePIA planis thateverykind of

engineeringtechnical scientific,managementnanu-
facturing,quality-control,or otherparametewill be
encapsulatedn a specific, closely-definednterface
sothatits well-known, pre-definedsemanticsnay be
recognizedy discoveringits interfacetypeandfunc-
tionality specificto thosesemanticamay be encap-
sulated. This alone may lead to tensor even hun-
dredsof thousand®f definedinterfaces. Whenthis
is multiplied by a supposedjlobal collective, mary

of whosemembersene the samenterfacesover and
over again, the untenableéburdenupon even a feder

atednameservicebecomeglear
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chicago I—> GObject instance I
seattle |—> GObject instance I
stlouis |—> GObject instance I

evendale |—> GObject instance I

schenec I—> GObject instance I
westhart |—> GObject instance I

il—> GObject instance I
/ &I—» Gobjectinstancel

nasa
/ il—> GObject instance I
ﬂl—» GObject instance I

msfc I—> GObject instance I

ge

<root>

gov

Figure3.4: Organizationof Fully-QualifiedNamesby the
GacFgdn®GObjinterface

Becauseof thesefactors,seners of the applicationinfra-
structureturn off the NameService publicationof Glnter-
facel nfo instanceseven though theseinstancesare still
createdat sener startup for every supportedinterface.
Also, while the GacSrvr Ctl sener controlinstances still
publishedin the normal,foundationlayer manneythe ser
vices provided by the collectve meanthat eachmember
of the collective neednot publish their individual sener
controlinstancesvith any onenameservice.lndeedsome
member®f thecollective needhotpublishtheirsenercon-
trol instancest all if thatis notdesired.Thefull services
of the collective may bereacheahroughalocal nameser
vice providing connectionso only afew, localmemberf
thatcollectie.

Having turnedoff the generalpublicationof Glnterface-
Info instancesthe applicationlayer mustprovide an al-
ternative methodof locatingthoseinterface-supportingn-
stanceswhichit doesin theform of the TrustedSrvr Find-
lifByName methodand the GacFqdnToGObj organiza-
tional structure.

As illustratedin Figure 3.4, the GacFqdnToGODbj inter
faceprovidesan n-ary treefacility usedto createa corre-
spondencéo (reversedfully-qualified names.Therootin-
stanceof the structurecustomarilyhasno namewhile each
of the root’s immediateoffspring are assignedthe most
generalelementof the fully-qualified namebeingusedto
mapa paththroughthe structure.The next elementof the
fully-qualified nameidentifiesthe offspring of thoseoff-
spring, and so on until terminal nodesare reached. Any
nodeof the constructedstructuremay provide a reference
to aninstanceof ary GObject-derivative interface; how-
ever, in commonuseonly terminalnodesof the structure



have suchreferences.

The TrustedSrvrFindlifByName methodbuilds a Gac-
FgdnToGObj structuredentifying, muchin themanneiof
thefoundationlayer’s utilization of thenameservice all of
thesenersproviding aGl nterfacel nfo instancesupporting
a namedinterface. The paththroughthe the GacFqdnTo-
GOhbj structureis navigated/constructelly thefully qual-
ified namesof thosesenersandthe terminalnodeidenti-
fied providesthereferenceo theidentifiedGI nter facel nfo
instance. The operationtraversesthe collective, identify-
ing every memberservingthe identified interface. Once
the GacFqdnToGObj resultis received by the requesting
client, it canbe navigatedby fully-qualified nameandran-
domselectionjn the mannerof the namingcontets of the
nameservice to anappropriatesI nter facel nfo instance.

Therearegoodandbadpointsto the applicationlayerap-
proachto finding anappropriatesi nter facel nfo instance.

1. Theentirecollectie is searchedor serviceswithout
the needof publishingall suchservicesin a single
namesener reachableby the client. Even collective
memberghat have not publishedtheir sener control
instancesarnywherearereached.

2. Only the referencestructurefor the desiredinterface
is generatednot that of all possibleinterfaces. In
the caseof narrawvly focusedinterfaces,for example
a (supposed) apAppl applicationwrapperinterface,
thisis likely to bea muchsmallerandmoremanage-
ableresult.

3. Thereferencestructureis built within the PIA persis-
tentobjectmodel. Shouldthe structurebecomeinor-
dinatelylarge (for example,in inquiring which mem-
bersof a world-wide collective sene, of all things,
the GObject interface) lessactive componentsf the
structurewill beetherealize@ndreincarnatedhould
they beneededgain.

4. Thereferencestructuremustbe (re-)generatetbr ev-
eryinquiry.
This is the only adwantageof the foundationlayer’s
namesener approactover the applicationlayer’s fa-
cility. Thenamesenerstructurds generatednceand
thenneedonly be navigatedwhenthe needarises.

The application layer anticipatesthe publishing of in-
stancesof interfacesderivative of GacAppl, the generic
applicationwrapperinterface.While notyetimplemented,
inquiry into publishedGacAppl-derivative instancess ex-
pectedto be alongthe lines of the Gl nterfacel nfo mech-
anism,resultingin a GacFqdnToGObj structurethatmay
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be navigatedasdesired.In this case though,network co-
locality maynotbeadesirabladiscriminanthowever, since
the GacFqdnToGODbj interfaceis derivative of the GObj-
Dgn directedgraphinterface othertraversaloptionsdo ex-
ist.

Several elementf applicationwrappempublicationseem,
atthis point, apparent.

1. The GacSrvrCtl sener control interfacewill either
haveto encapsulatapublicationstructureor maintain
areferencdo adevisedstructure.

2. Publishedapplicationwrapperinstanceswill have to
be distinct by name. The given PIA instancename
meetsthis purpose. Additional semanticdiscrimina-
tion maybe obtainedby directly interrogatingthe de-
scriptive systemof theidentifiedapplicationinstance.

3. It would be desirableto applythe principal of seman-
tic infusion throughinterfacederiationto the appli-
cationinterfaceashasalreadybeendonein theproto-
type work for parameteclasses.n this way a client
seekingto find publishedapplicationsin a particular
discipline,for examplein the discipline of computa-
tional fluid mechanicswhile not knowing a precise
applicationkind would be ableto searcHor instances
of interfacesderivative of abaseapplicationinterface,
for examplea supposedCfdAppl interfaceactingas
a commonfoundationfor all computationafluid me-
chanicsapplications.

No otherexplicit publicationof interfaceinstancess cur
rently anticipatedby the applicationlayer sincenearlyall
suchinstancesare reachablehroughthe structuresema-
nating from instancesf the GacAppl interface. In par
ticular, the applicationinterfaceprovidesa referenceto a
GOrgGObjByType organizationwhich provides a com-
plete,ecdysiasticateferencdo all theinformation-bearing
instance®f anapplication.

4 Documentation

Nearly all materialrelevant to the PIA effort, including
completeclass-by-classnembetby-memberdocumenta-
tion, is availableon a centralsener provided by the Glenn
ResearctCenter Theroot URL for this documentatiois

http://www.grc.nasa.gov/WWW/price000/index.html

It mustbestronglyemphasizethatthesepagesarethegen-
erationof the researchergwolved anddo notin arny way



representi commitmentof the Governmentof the United
Statesyada,yada,yada.

5 Summary

Theconceptandimplementatiorof the ApplicationLayer
infrastructuredevised for the CORBA-sened, distributed
objectform of the Projectintegration Architecture(PIA)
hasbeenpresented. The following key points were dis-
cussed.

1. A network of mutually-trusting, PIA application
seners,known asa collective, hasbeendescribed.

2. The conceptof a “user” in the contet of a collec-
tive hasbeendefinedandthe elementsecessaryor
thatuserto operateandobtainusefulservicesandre-
sourcesasbeendescribed.

3. The mechanismslevisedto assurenot only the res-
olution of conflictsdueto concurrentaccesshut the
appliationand exerciseof accesscontrolsto the re-
sourcesnadeavailablehave beendescribed.

4. Distritbuted mechanismsfor administering users
throughouta collective have beendescribed.

5. Themethoddor establishingandmaintaintrustin the
correctoperatiorof thevariouscomponentsf theap-
plicationinfrastructurenasbeendiscussed.

6. Finnally, mechanismé$or locatingresourcesvherever
they might exist throughouta given collective have
beendescribed.
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